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Abstract. A strategy is proposed for fast and efficient parallel compu-
tations using a cluster of workstations to simulate flood flows. We imple-
ment ANUGA software to conduct flood simulations. ANUGA solves the
two-dimensional shallow water equations using a finite volume method.
ANUGA can be run in either sequential or parallel. We focus our work on
parallel computations. Our computation scenarios are implemented on a
cluster of workstations. Parallel computation results are assessed based
on execution time and efficiency. The strategy that we propose gives a
significant advantage when we want to get fast and efficient computations
using a cluster of workstations.

Keywords: ANUGA software, flood flow, parallel programming.

1 Introduction

Flood flow simulations are needed for an early warning system before the real
event. The system warns the community when there in an indication of an up-
coming flood. To decide whether a warning should be issued or not, simulations
of floods should be conducted beforehand.

Fast and efficient flood simulations are always desired in addition to accu-
rate results [1–3]. In terms of computation, we need to balance between speed,
efficiency, and accuracy of simulations. Accuracy of simulations has been dis-
cussed thoroughly in a number of references, such as Guinot [5], LeVeque [8]
and Mungkasi [11]. In contrast, speed and efficiency of flood flow simulations
still need to be enhanced. This paper limits the discussion to speed and effi-
ciency of flood flow simulations using ANUGA software.

To gain a high speed computation, running a simulation sequentially is not
the best option. Therefore, we run simulations in parallel. Speed and efficiency
are considered and analysed in order to assess parallel computation results. This
paper gives a strategy to get fast and efficient parallel computations using a
cluster of workstations to simulate flood flows.

The rest of this paper is organised as follows.We recall the mathematical model
governing water flows in Section 2. The model is solved numerically in Section 3.

c© Springer-Verlag Berlin Heidelberg 2015
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470 S. Mungkasi and J.B.B. Darmawan

The numerical method is implemented in parallel into ANUGA software, as de-
scribed in Section 4. We provide computational results and discussion about the
results in Section 5. Finally, we draw some concluding remarks in Section 6.

2 Governing Equations

In this section we recall the mathematical model governing shallow water flows.
We refer to Mungkasi and Roberts [10] for the description of the model. More
detailed explanation of the shallow water equations can be found in other work,
such as [5, 15, 17].

The vector form of the two-dimensional shallow water equations is

qt + f(q)x + g(q)y = s . (1)

Here q = [h uh vh]
T

is the vector consisting of water depth h , x-momentum
uh , and y-momentum vh . Variables u and v represent velocities in the x- and
y-direction respectively. Functions f(q) and g(q) are fluxes in the x- and y-
direction respectively, where

f(q) =

⎡
⎣

uh
u2h+ 1

2gh
2

uvh

⎤
⎦ and g(q) =

⎡
⎣

vh
vuh

v2h+ 1
2gh

2

⎤
⎦ . (2)

The right hand side s of (1) is the source term given by

s =

⎡
⎣

0
−gh (zx + Sfx)
−gh (zy + Sfy)

⎤
⎦ (3)

where z(x, y) is the bed topography, and Sf =
√
S2
fx + S2

fy is the bed friction

following Manning’s resistance law

Sfx =
uη2

√
u2 + v2

h4/3
and Sfy =

vη2
√
u2 + v2

h4/3
. (4)

The constant η is the Manning resistance coefficient. The notation g represents
the acceleration due to gravity.

We integrate (1) over an arbitrary closed and connected spatial domain Ω
having boundary Γ and apply the Gauss divergence theorem to the flux terms
to get the integral form

∂

∂t

∫

Ω

q dΩ +

∮

Γ

F · n dΓ =

∫

Ω

s dΩ . (5)

Here F = [f(q) g(q)]T is the flux vector, n = [cos(θ) sin(θ)]T is the outward
normal vector of the boundary, and θ is the angle between n and the x-direction.
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The shallow water wave equations admit the rotational invariance property,
which implies [17]

F · n = T−1f(Tq) (6)

where T is the transformation matrix

T =

⎡
⎣
1 0 0
0 cos(θ) sin(θ)
0 − sin(θ) cos(θ)

⎤
⎦ . (7)

Therefore, equation (5) can now be written as

∂

∂t

∫

Ω

q dΩ +

∮

Γ

T−1f(Tq) dΓ =

∫

Ω

s dΩ . (8)

This integral form (8) of the shallow water equations helps in the construction
of a numerical method that we discuss in the next section.

3 Numerical Method

We solve the shallow water equations numerically using a finite volume method.
The spatial domain is discretised into a finite number of triangular cells.

The semi-discrete scheme of the finite volume method corresponding to equa-
tion (8) is

dqi

dt
+

1

Ai

∑
j∈{0,1,2}

Hij lij = si . (9)

Here qi is the vector of conserved quantities averaged over the ith cell, Ai is
the area of the ith triangle (cell), si is the source term associated with the ith
cell, Hij is the outward normal flux of material across the ij edge, and lij is
the length of the ij edge. The ij edge is the interface between the ith and jth
cells. Equation (9) is implemented on each triangular cell. The summation in
sigma notation of equation (9) goes for j ∈ {0, 1, 2}, as each cell has three edges.
Readers interested in the algorithm to compute the numerical flux Hij should
consult the work of Roberts et al. [10, 15].

The finite volume method (9) has been implemented into ANUGA software.
ANUGA is a free and open source software developed by the Australian National
University (ANU) and Geoscience Australia (GA). It can be downloaded from
its official website http://anuga.anu.edu.au. It is available to be installed
on Windows and Linux machines. ANUGA can be run in either sequential or
parallel. It has been widely used for simulating flood inundations [6, 7, 12–14].

4 Parallel Programming

In this section we compare flood simulation results from several scenarios of par-
allel computations. We implement MPI Personal Computer cluster for parallel

http://anuga.anu.edu.au
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programming with ANUGA. Parallel implementation of ANUGA is described
in [19].

We are interested in cluster computations using PCs interconnected by net-
work technology. These computations have great advantages, such as high per-
formance for low price, system scalability, and rapid adjustment to new tech-
nological advances [16]. The availability of Gigabit Ethernet supports those ad-
vantages. Gigabit Ethernet has speed up the communication performance of PC
cluster using MPI than ever before such as Fast Ethernet, Myrinet and Scal-
able Coherent Interface [9]. One of the most popular communication protocols
for PC cluster to support parallel programming is Message Passing Interface
(MPI). MPI is a library specification for message-passing in the network [20]
and one of its implementations is MPICH. MPICH is a high performance and
widely portable implementation of the MPI standard (see [21] for more details
about MPICH).

ANUGA is developed based on Python programming language. It supports
parallel programming with MPI using pypar as the interface between MPI and
Python. OPENMPI and MPICH2 are supported by pypar [19]. We use MPICH2
for our parallel computations as the implementation of MPI.

Foster [4] proposed efficiency to be a metric to evaluate parallel algorithm
performance. They [4] noted that execution time varied with problem size, but
efficiency is independent of problem size. However execution time is also an im-
portant issue in computations. Therefore, in this paper we consider the execution
time as well as the efficiency to evaluate our parallel algorithm scenarios.

The relative speedup Srelative is formulated as

Srelative =
T1

Tp
, (10)

where T1 is the execution time on one processor and Tp is the time on P proces-
sors. The relative speedup means the factor by which execution time is reduced
on P processors. Relative efficiency Erelative is defined as

Erelative =
T1

PTp
. (11)

Note that equation (10) is equivalent to Srelative = PErelative . This means
that the speedup is known if and only if the efficiency is known.

5 Numerical Results

In this section we present main results of our research.
For a preliminary illustration, we present simulation results of the Cairn

tsunami flood inundations. The numerical setting is available in the current
ANUGA software. Representatives of simulation results are given in Figures 1
and 2. Figure 1 shows the initial condition of the Cairn coastal region in Aus-
tralia before an incoming flow from the ocean exists. At time t > 0 we assume
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that there is a fixed incoming flow from the ocean, which results in flood inun-
dations around the coastal region. This is illustrated in Figure 2 showing the
situation at time t = 5000 seconds simulated real time.

Fig. 1. Initial condition of the Cairn coastal region. Before the simulation starts, water
is at rest.

Fig. 2. Simulation result after 5000 seconds of a fixed incoming water flow from the
ocean boundary. Flood inundation occurs at the Cairn coastal region.

Now we focus on our main results of parallel computations for flood flows.
Simulations are conducted in a cluster of workstations in Sanata Dharma Uni-
versity. The cluster consists of 16 PCs with i3 processors, that is one PC has one
i3 processor. Note that an i3 processor has 2 cores, and an i3 processor has 4
threads. When we simulate flood flows for our research, all 16 PCs are turned on
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with Linux operating system. For the network communication we use a one Gi-
gabit Ethernet. In addition, for the RAM, we have four gigabytes (4 GB RAM)
in each PC. We refer to the work of Foster [4] and Yang et al. [18] for concepts
of parallel programming.

We have conducted 20 simulations for running ANUGA software in order to
simulate flood flows. One simulation is run in squential. The others are run in
parallel. We consider scenarios of 1, 2, 4, 8, and 16 PCs for our computations.
Using MPICH we can distribute the computation processes in parallel. For each
scenario, we consider 1, 2, 3, and 4 processes on each PC.

For a flood flow problem we record the total time for each simulation in Table 1.
We see that running the simulation into either 3 processes or 4 processes does not
make the computation faster than just 1 or 2 processes. This is reasonable because
an i3 processor has only 2 cores even though it has 4 threads. The number of cores
is more crucial in computations. The total time for all simulations are viewed in
Figure 3.

Table 1. Total time for a simulation scenario using 1 Gbps

Number of PCs 1 process 2 processes 3 processes 4 processes

1 2828.41 2255.50 2455.60 2505.65
2 1653.14 1311.79 1370.35 1457.07
4 1060.57 819.40 806.83 785.04
8 710.20 495.09 578.32 550.70

16 431.46 383.81 472.92 543.72

0
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0 5 10 15 20

1 processes per 1 PC

2 processes per 1 PC

3 processes per 1 PC

4 processes per 1 PC

Fig. 3. Total time elapsed in a simulation scenario for several computational settings.
The horizontal axis is the number of PCs. The vertical axis is the total time used for
computations.
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Fig. 4. Speed up obtained from parallel computations for a simulation scenario. The
horizontal axis is the number of PCs. The vertical axis is the speed up.
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Fig. 5. Efficiency of parallel computations for a simulation scenario. The horizontal
axis is the number of PCs. The vertical axis is the efficiency.

For the speed up we observe that more number of PCs leads to faster com-
putation, which is reasonable. This is shown in Figure 4. However more number
of PCs makes the computation less efficient, as shown in Figure 5. This can be
understood as follows: physically the resources are wasted if the number of PCs
is too many, and mathematically the divisor in equation (11) gets larger when
P increases, which makes the efficiency low. From the speed and efficiency, we
recommend that we use only one core in each i3 machine. Again, using all two
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cores in each i3 machine results in less efficient computation than our recommen-
dation. We believe that this is due to some background tasks or other processes.
One of the background tasks is the operating system turned on for each machine
(note that one of the two cores in each i3 machine has run for the operating
system already). Another task is the MPI process distributing the computations
in parallel.

6 Conclusion

We have simulated several scenarios of parallel computations for flood flows.
We have obtained a strategy for fast and efficient parallel computations using a
cluster of workstations consisting of PCs with i3 processors. The strategy is to use
only one core in each i3 machine in order to get fast and efficient computations.
Note that employing all cores in each i3 machine leads to faster computations
but less efficient. For future direction, we will investigate some strategies for fast
and efficient parallel computations using other types of clusters.
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