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Abstract—There has been a change in people’s shopping
behavior, especially during the Covid-19 pandemic, from what
traditionally requires direct face-to-face meetings between sellers
and buyers, to virtual face-to-face through various shopping
media. All activities carried out by customers, click streams
performed, items purchased, the number of items including
the price will be recorded in a log. Activity records in the
log are very useful to be able to find out the pattern of
activity sequences from customers, especially the order of items
purchased by customers. However, the management certainly
needs more knowledge, not just the order of goods that are often
purchased by customers. Does the order of items purchased also
provide maximum profit? There have been many methods to
get frequent sequential patterns from customer activities, but
getting a pattern that chooses more quality by adding utility
value needs to be considered. In this research, the method used
to obtain frequent sequential patterns is using PrefixSpan (Prefix-
projected Sequential PAtterN) and the method used to obtain a
high-utility sequential pattern is the USpan (Utility Sequential
PAtterN) method. USpan is applied to the BMS (Blue Martini
DataSet) dataset, which is the dataset used in KDD (Knowledge
Discovery in Databases) CUP 2000 which consists of clickstream
data from an e-commerce. The experimental results show that
the frequent sequential pattern will always appear in the high-
utility sequential pattern but not vice versa. It is certain that a
high-utility pattern must be sequential, but a sequential pattern
is not necessarily a high-utility sequential. From the results of the
high-utility sequential pattern, it can be used as input to provide
recommendations to customers to carry out the shopping process
on items that can provide greater profits. The conclusion of
the research conducted is that the high-utility sequential pattern
mining can produce a higher quality pattern than just getting a
frequent sequential pattern.

Index Terms—online retail, frequent sequential pattern, high-
utility, high-utility sequential pattern, e-commerce

I. INTRODUCTION

One of the impacts of increasing internet access and adop-
tion is the increasing number of digital buyers every year. In
2020, more than two billion people bought goods or services
online. The transaction value of e-retail sales exceeds US$ 4.2
trillion. The COVID-19 pandemic has had a significant impact
on e-commerce and online consumer behaviour worldwide.
Digital channels are becoming the most crowded stores amid
the people’s need to stay at home during the pandemic. In June

2020, e-commerce activity reached a record 22 billion visits
per month. During the pandemic, e-commerce sales increased
by more than 25 percent. In the 3rd quarter of 2020 Indonesia
was reported as the country that ranks the highest in terms of
online purchases using mobile devices [1].

E-commerce activities and online shopping are certainly
interesting to observe. All online shopping activities are
recorded in a system, whether carried out by online shop
owners or using third party services such as marketplace sites.
Activities in online shopping will certainly be interesting to
note. Customer shopping behaviour, the order of the items
purchased by the customer, what items contribute the greatest
profit, all these will be a concern for online business owners
to further develop their business.

Several methods have been developed to observe the shop-
ping activities of customers on the online system. [2] provides
the concept of sequential pattern mining for the market basket
analysis by using the General Sequential Pattern (GSP). This
research is used as a reference for the sequential pattern
mining. The process begins by determining the minimum
support value. The sequential pattern obtained is a pattern that
has a support value higher than the specified minimum support
value. This study has not considered the benefits obtained for
each sequence found, only focusing on searching for frequent
sequences.

Customer behaviour in the entire shopping process can
be analysed using sequential mining and clustering. The
method used to perform the analysis is to adopt maximal
repeat patterns (MRPs) and lag sequential analysis (LSA) to
analyse sequential searches and identify significant repeating
patterns [3]. The results show that customers who have definite
goals will use sequential search using a shorter path than
customers who only do exploration. Customers who only
do exploration have a more complicated sequential pattern.
However, although sequential patterns have been obtained, it
is not yet known how much profit can be obtained from each
sequential pattern. Would a shorter sequential pattern get a
bigger advantage?

[4] proposed a system that recommends items based on
matching rules obtained from frequent sequential purchase
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patterns. The combination of semantic context and sequential
historical purchase has given good results and can reflect
user preferences through similar product recommendations
and semantic sequences. However, the observed sequential
purchases have not considered whether the sequential provides
an advantage because it only follows the sequence. The rec-
ommendation pattern will be more meaningful if the observed
sequence also considers the advantages of the sequence.

Comparison of the Generalized Sequential Pattern and FP-
Growth sequential pattern algorithms from online retailers
to get products recommendation to customer has been suc-
cessfully carried out [5], but only limited to getting frequent
sequential patterns The use of sequential patterns for various
fields has been carried out, such as for online retail [6]–[8]
and for the field of e-learning [9], [10]. The use of sequential
patterns will have more quality when the pattern sought is not
limited to frequent sequential patterns but adds utility value in
the pattern search process.

To further improve the quality of the patterns obtained, one
way to do this is to develop the search for frequent sequential
patterns into high utility sequential patterns so that they have
more impact and business value for decision makers, especially
in the online retail sector. The purpose of this study is to obtain
patterns that are more qualified and useful for decision makers
using a high-utility sequential pattern approach. The analysis
carried out is to compare the pattern results obtained using the
frequent sequential pattern and high-utility sequential pattern.
For frequent sequential pattern mining we use PrefixSpan
(Prefix-projected Sequential pattern mining) and using USpan
(Utility Sequential Pattern Mining) for high-utility sequential
pattern mining.

The rest of this paper is organized as follows: Related work
is briefly reviewed in Section II. Methodology is presented
in Section III. Experimental design, result, and analysis are
provided in Section IV. The paper is concluded in Section V
and also for future works.

II. RELATED WORK

In this section, work related to methods for sequential
pattern mining, high-utility itemsets mining and high-utility
sequence itemsets mining will be briefly reviewed.

Sequential pattern mining is the process of searching for
frequent sequences in a sequence databases. Sequential pattern
mining has been developed for a wide variety of applications
such as web click-stream analysis, medical data, biological
data, e-learning and e-commerce. Initially, the algorithm for
sequential pattern search used the Apriori approach, based on
the Apriori property for frequent itemset search [11]. Another
alternative, besides using Apriori based, is using the pattern-
growth approach FP-growth algorithm to search for frequent
itemset [12]. These two approaches are the basis for sequential
pattern mining. For Apriori-based searches, sequential pattern
mining generally uses the [13], [2], [14] algorithm. Based
on the input format, the Apriori-based sequential pattern is
divided into two categories, namely the Apriori-based with
horizontal format as in the General Sequential Pattern (GSP)

algorithm [2] and the Apriori-based with vertical format as in
the SPADE (Sequential PAttern Discovery using Equivalence
classes) [15] and SPAM (Sequential PAttern Mining) [16]
algorithms. The first algorithm to use the pattern-growth
concept for sequential pattern mining is the FreeSpan (Fre-
quent Pattern-Projected Sequential Pattern Mining) algorithm
[17]. [18] proposes PrefixSpan (Prefix-projected Sequential
Pattern), which uses prefix-projection to mine a complete set
of sequential patterns. In mining large databases, PrefixSpan
outperforms both the GSP algorithm and FreeSpan.

Research on frequent itemset mining and frequent sequential
mining both assume that each item appears once in every
transaction and has the same level of importance [19]. This
limitation has given rise to research on high-utility itemset
mining. Consideration of the usefulness of each item becomes
the main consideration. Like sequential pattern mining, high-
utility itemset mining also uses an Apriori-based approach
[20]–[22], pattern-growth [23], [24]. The search for high-
utility itemset has also been carried out using a tree approach
[25]–[27], based on indexing [28], using computational in-
telligence based on genetic algorithms [29], particle swarm
optimization [30]–[33], ant colony system [34], bee colony
[35], and bio-inspired [36]. The merging of the concepts
of sequential itemset and high-utility itemset led to research
on high-utility sequential mining (HUSPM), which is to get
frequent sequential patterns that have high-utility at the same
time. [37] revealed the concept of high-utility sequential
pattern mining (HUSPM), which is a search for sequential
patterns that also has high utility. The input from HUSPM is
the minimum utility limit and the sequence itemset that has
a utility value for each item. The output of HUSPM is a set
of high-utility sequences that have a utility value higher than
the specified minimum utility. HUSPM was developed using
the basic sequential pattern algorithm based on the general
sequential pattern or using the pattern growth approach. [38]
improved pattern search based on a vertical database format
named USpan (Utility Sequential PAtterN). Generate itemset is
composed of a lexicographic q-sequence tree, two concatena-
tion mechanisms, and two pruning strategies. Meanwhile, the
strategy to find high utility pattern is using depth-first search
strategy. This approach is used in this study. There are several
other algorithms to get high-utility sequential pattern including
[39]–[41].

III. METHODOLOGY

Our proposed method consists of four processes, namely:
pre-processing, sequential pattern using PrefixSpan algorithm,
high-utility sequential pattern mining using USpan algorithm,
and last process is evaluation pattern.

A. Pre-Processing

The pre-processing phase is carried out to prepare the
collected data so that it is ready to be processed into the algo-
rithm. Because there are two algorithms that will be applied,
at this stage the data that has been collected will be replicated
into two new datasets. The dataset for the frequent sequential
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pattern is only the sequence database, while the dataset for
obtaining the high-utility sequential itemset is a utility-based
sequence dataset. Each item in the sequence in the database
has utility information in the form of item[utility].

B. PrefixSpan (Prefix-projected Sequential pattern)

The sequential pattern mining algorithm used is the Pre-
fixSpan algorithm because it has better results than GSP and
FreeSpan [18]. The pseudo-code of PrefixSpan is shown in
Algorithm 1.

Algorithm 1 PrefixSpan(S,minsup)
1: Input : A sequence databases S, minimum support thresh-

old minsup
2: Output : The complete set of sequential patterns
3: Parameter: α : a sequential pattern; l : the length of α;
S|α: the α − projected database, if α 6=<>; otherwise,
the sequence database S

4: Method:
5: Scan S|α once, find the set of frequent items b such that
6: (a) b can be assembled to the last element of α from a

sequential pattern; or
7: (b) < b > can be appended to α from a sequential pattern.
8: for each frequent item b do
9: append it to α to form a sequential pattern α′ and

ouptut α′;
10: end for
11: for each α′ do
12: construct α−′ projected databases S|α′,
13: and call PrefixSpan(α′, l + 1, S|α′.
14: end for

C. USpan (Utility Sequential PAtterN)

The pseudo-code of USpan is shown in Algorithm 2 [38].

D. Pattern Evaluation

Pattern evaluation is done by comparing the results of
the itemset formed between those generated with PrefixSpan
and USpan. The measurement for PrefixSpan is the support
value limit, while for USpan it is the utility value limit. The
assumption used is that the pattern obtained from PrefixSpan
has the same utility value, namely one.

IV. EXPERIMENTS, RESULT AND ANALYSIS

A. Dataset

The dataset used is the BMS (Blue Martini Dataset). This
dataset was used in KDD CUP 2000. It contains clickstream
data from an e-commerce. Characteristics of the datasets used
in the experiments as seen in Table I.

B. Experimental setup

All algorithms are implemented in Java, executed on a
PC with AMD Ryzen 7 2700 Eight-Core Processor, 3200
MHz, 8 cores, 16 logical processors, and 16.0 GB of RAM.
Implementation of the algorithms is based on SPMF, the open-
source data mining library [42].

Algorithm 2 USpan(t, v(t))
1: Input : A sequence t, t’s utility v(t), a utility-based se-

quence database S, the minimum utility threshold minutil
2: Output : All high-utility sequential pattern
3: if p is a leaf node then return
4: end if
5: scan the projected database S(v(t)) once to:
6: a).put I-Concatenation items into ilist,or
7: b).put S-Concatenation items into slist
8: remove unpromising items in ilist and slist
9: for each item i in ilist do

10: (t′, v(t′))← I − Concatenate(p, i)
11: if v max(t′) >= minutil then
12: output t′

13: end if
14: USpan(t′, v(t′))
15: end for
16: for each item i in slist do
17: (t′, v(t′))← S − Concatenate(p, i)
18: if v max(t′) >= minutil then
19: output t′

20: end if
21: USpan(t′, v(t′))
22: end for
23: return

TABLE I
CHARACTERISTICS OF THE DATASETS USED IN THE EXPERIMENTS

Characteristics Value
Number of sequence 59,601
Number of distinct item 497
Average number of itemsets per sequence 2.5
Average distinct item per sequence 2.5
Average number of items 1
Total utility 2,477,599
Average utility per sequence 41.57

To get a sequential pattern from PrefixSpan, experiments
were carried out using various minimum support values,
namely 0.6%, 0.7%, 0.8%, 0.9%, and 1.0%. The observed
results are frequent sequence count, total time, and memory
used.

The minimum utility values used to obtain high-utility se-
quential patterns from USpan are 3000, 4000, 5000, 6000, and
7000. The observed results are high-utilty sequence count,total
time, and memory used.

C. Result and analysis

The experimental results using the PrefixSpan algorithm as
in Table II. The higher the minimum support value, the fewer
the number of patterns formed. The obtained subsequences
are not too long, because the average number of itemsets per
sequence is only 2.5, resulting in a maximum of 3 items being
obtained (see the initial data in Table I).
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TABLE II
EXPERIMENT RESULT FOR PREFIXSPAN

No Minsup
(%)

Minsup
Absolute

Number of
Patterns

Total Time
(ms)

Memory
(mb)

#1 0.6 358 162 1437 125
#2 0.7 418 133 1060 244
#3 0.8 477 105 906 131
#4 0.9 537 90 744 58
#5 1 597 77 909 134

The experimental results using the USpan algorithm as in
Table III. The higher the minimum utility value, the fewer the
number of patterns formed. When the minimum utility value is
3000, it means that the minimum profit obtained is 3000, the
number of itemset obtained is very large and most of them are
1 item. Memory usage is quite stable, which is 538 megabytes,
while the time required to obtain a pattern is proportional to
the number of itemset obtained and inversely proportional to
the specified minimum utility value.

TABLE III
EXPERIMENT RESULT FOR USPAN

No Minutil
(%)

Minutil
Absolute

Number of
Patterns

Total Time
(ms)

Memory
(mb)

#1 0.12 3000 106127 385988 538
#2 0.16 4000 5175 319671 538
#3 0.20 5000 1151 288730 538
#4 0.24 6000 559 263402 538
#5 0.28 7000 342 252002 538

Comparison of patterns obtained from PrefixSpan and US-
pan as in Table IV. The patterns shown in Table IV are part of
the patterns obtained with the minimum limit of the number
of items in the pattern formed is 2 items and the minimum
utility is 6000. The experimental results show that the pattern
formed in PrefixSpan always exists in the pattern from the
USpan algorithm, but not vice versa. This shows that although
it is not frequent, the pattern has a high-utility value. In the
USpan algorithm, the number of items in each sequence is
more than in the PrefixSpan algorithm. For example, it can
be seen in the pattern that begins with the item 10295. There
are four patterns formed in PrefixSpan, each pattern consists of
two items. Meanwhile, for USpan, six patterns can be formed,
there are two patterns that have three items and four pattern
that have tow items. There is an increase in the number of
patterns obtained using USpan.

V. CONCLUSIONS AND FUTURE WORKS

Searching for sequence patterns by entering utility values
can improve the quality of the obtained sequence patterns.
Patterns that have high utility can be frequent sequences but
not vice versa. The addition of utility values is needed to
improve the quality of the pattern so that it can better assist
decision makers.

For future work, high-utility sequential pattern mining can
be applied to various cases such as in e-learning. Not just

TABLE IV
COMPARISON OF PATTERNS

PrefixSpan Uspan
Pattern Support Pattern Utility
10295 , 10307 916 10295 , 10307 35418
10295 , 10311 738 10295 , 10311 24203
10295 , 10315 722 10295 , 10315 23962
10307 , 10311 621 10295 , 10307 , 10311 18322
10307 , 10315 496 10295 , 12895 15736
10311 , 10315 771 10295 , 10299 , 10307 14739
10311 , 12487 615 10311 , 32213 18214
10311 , 12703 576 12487 , 32213 22826
12483 , 12487 877 12487 , 12703 , 32213 16166
12487 , 12703 631 12679 , 12683 15342
12487 , 32213 506 12679 , 12895 15909
12695 , 12703 615 12703 , 32213 22258
12703 , 32213 571 12815 , 12895 18088
12815 , 12895 552 12827 , 12895 23029
12827 , 12895 590 33433 , 33469 27398
33433 , 33469 509 33433 , 33449 22780
33449 , 33469 1204 32205 , 32213 20848

33433 , 33449 , 33469 19934
33433 , 33453 16360
33449 , 33469 39699

looking for material but can find out the search for material
that can be used to get good learning values (utility).

Sequential pattern mining does not only start from the
process after the consumer has made the purchase process, but
can also start from “digital journey” (what is interesting thing
for the customer) until finally making the purchase process
.Combining digital journey and high-utility sequential pattern
mining is a research that will try to be developed.
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