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Abstract. The main problem with supervised learning is data labeling, an activity that
seems trivial when the data is small, but not if the data is very large, such as LC-MS
(Liquid Chromatography-Mass Spectrometry) data. This task requires high concentration
and accuracy if done by humans and impacts processing time. This paper discusses a
method to automate labeling of LC-MS data to speed up processing time. In this case,
webscraping technique is utilized to retrieve the labels because they are stored in an online
database. It has been done in previous studies, but the results are not satisfactory be-
cause it still takes a long time to get the required label which is the name of the chemical
compound. This is due to frequent disconnections. To solve this problem, a local mirror
database is built so that it can be accessed locally. We built two system architectures. The
first utilizes two separate computers as a server and client. They are connected to the
access point. The second is to utilize a single computer, acting as both server and client
at the same time. Theoretically, this will reduce the distance and save labeling time. The
system architecture has succeeded in labeling the required data and has a time efficiency
of 96.4% and 96.67%, respectively, compared to previous studies. This is a massive time
saver.
Keywords: System architecture, Medicinal plant, Compound identification, Webscrap-
ing, Efficiency, Latency

1. Introduction. Currently, treatment using medicinal plants has been widely adapted
and has shown positive results. Medicinal plants are preferred in many medical systems
because they are renewable sources, generally considered safer, and available worldwide.
They are the source of thousands of chemicals that have their own functional benefits
that make plants one of the medicinal sources of choice in alternative and traditional
medicine systems [1]. However, it is necessary to clarify the medicinal chemical content
in medicinal plants. There are several ways to do this task, one of them is using Liquid
Chromatography-Mass Spectrometry (LC-MS) technology.

Liquid Chromatography-Mass Spectrometry (LC-MS) is widely used, especially in the
interpretation or identification of chemical compounds in biological samples [2-6]. Raw
data of Liquid Chromatography-Mass Spectrometry (LC-MS) contains millions of data
points and there are hundreds to thousands of chromatographic peaks, after peak integra-
tion and extraction. These raw data provide highly complex biological samples although
only have features: mass per charge (m/z), retention time and intensity [2,7,8].

These features are useless data when they are not interpreted for the identification
of the chemical compounds present. Identification requires a lot of precision and time.
Therefore, the identification of compounds remains a major obstacle in metabolomics [9].
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This identification can also be called data labeling which is useful for further processing
using machine learning because the results are labeled data.
Supervised learning is one of the machine learning methods that requires labeled data.

Data labeling is not a difficult thing, but it requires thoroughness, patience, and time-
consuming task, especially very large data and is done manually. This is what makes it
not a trivial process because of the tension between complexity and simplicity [10,11].
In previous studies, automation has been carried out for identification or data labeling of

chemical compounds in the Liquid Chromatography-Mass Spectrometry (LC-MS) data,
but there are shortcomings [12,13]. It uses webscraping technique, because there is no
availability of API (Application Programming Interface) from the MassBank server. The
most prominent weakness is the frequent disconnection from this server [13]. MassBank
is an online combined database website which is the official distributed database of the
Mass Spectrometry Society of Japan. Data is obtained from each research group which
is then distributed on the Internet [14-16].
Improvements are needed from the previous one that utilizes MassBank for data labeling

by taking chemical compound names based on mass per charge (m/z) features as input
that can be used to identify chemical compound names [13]. The improvement addresses
frequent disconnections and slow data fetching when using web scraping techniques. This
is the major contribution and innovation of this research.
This paper is categorized as follows: Section 2 describes the related works, Section 3

describes the methods, Section 4 describes the result, and Section 5 focuses on conclusions
and future work.

2. Related Works. Liquid Chromatography-Mass Spectrometry (LC-MS) provides qua-
ntitative data that makes a major contribution to biologically and clinically oriented re-
search. Although it still requires highly specialized skills for instrument operation, data
acquisition and analysis [17]. Liquid Chromatography-Mass Spectrometry (LC-MS) was
used to analyze PPCP (Pharmaceutical and Personal Care Product) samples in the Aquat-
ic ecosystem and has detected very low levels of the chemical [18]. Kharyuk et al. utilized
Liquid Chromatography-Mass Spectrometry (LC-MS) to obtain a data set of medicinal
plants that was used to train and validate plant species identification algorithms [7,19].
Identification of bacterial species in urine speciment was carried out by Roux-Dalvai et
al. by using Liquid Chromatography-Mass Spectrometry (LC-MS) whose data is processed
using machine learning [20].
Webscraping is the automation of manual copy-paste jobs from a website. This work is

carried out at a computer speed that is super fast compared to human speed [21]. This
technique is utilized to get content from websites to analyze certain structured or unstruc-
tured data. It was developed in the private sector for business purposes, especially in
market analysis, although it is also useful for those seeking specific information [22-24].
Accessing a website means sending requests using HTTP at human speed. Sending re-
quests using HTTP at computer speed, can be problematic as the server will receive
many requests in a very short time. It will be considered by the server that someone is
attempting a Denial-of-Service attack [25].
In cloud-based applications, latency may lead slow response, performance degradation,

and power consumption [26-29]. Managing edge-cloud latency is to minimize the delay by
shifting the processing task to numerous smaller clusters located nearer to the end-user
devices [28]. Despite significant attempts to enhance network communication and mitigate
the effects of network conditions on Machine Learning (ML) applications, there is a need
to assess the influence of network latency on their performance, particularly in the context
of the irregularities of network conditions in cloud environments [26].
Computer communication on a computer network will experience latency. Latency is

determined by the wave propagation through a medium and the nodal process that occurs
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at the nodes along the router’s path. The latency on physical media, whether wired or
wireless, is relatively constant, but the in nodal processing latency varies depending on
the computational load. Latency causes slow responses, but variations in latency (jitter)
can result in unpredictable responses. The larger the network, the greater the problem of
latency and jitter. This would not be an issue if the computation is performed on a single
computer [30].

Data labeling is important and time-consuming, especially with large and complex
data. Several studies have produced methods and frameworks for labeling data. Sarr et
al. utilized deep learning methods for data labeling. It helped human experts refine the
essence of echogram data [31].

Many of the most recent published papers in the field of machine learning and Activity
Recognition (AR) rely heavily on labeled data sets. For this reason, the synchronization
approach using visual key and synchronization using real-time clocks were made to label
the obtained data [32].

Our previous study utilized webscraping technique to label Liquid Chromatography-
Mass Spectrometry (LC-MS) data and found problems that needed to be solved [12,13].
This paper solved the existing problems.

3. Methods. Frequent disconnections and long processing times were the main problems
in previous studies. The cause of frequent disconnections is suspected to be due to a bad
network or is considered a denial-of-service attack.

In previous study, we developed a tool based on the model as shown in Figure 1(a)
[12,13]. This model is connected to an online database, namely MassBank.jp via the
Internet. The model consists of 3 stages, namely Compound Name Labeling, Anticancer
Labeling, and Anticancer Compound Identification. The first stage, called Compound
Name Labeling, takes the longest time because it uses web scraping techniques with a
large amount of data, often resulting in frequent disconnections, as it is considered as an
attack by the related server. Because the client makes numerous requests at a computer

(a) (b)

Figure 1. (a) Previous model [12,13]; (b) the first stage of previous model
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pace that is extremely faster than human speed, it is seen as an attack. This is the main
problem of the model. So, in this paper we focus on the first stage, namely Labeling of
Compound Names as shown in Figure 1(b).
The direct connection to the online database as circled in black as seen in Figure 1(b),

connected to the massbank.jp [14], is a major problem. It causes frequent disconnection as
considered a Denial-of-Service attack or bad connection. We cannot control connections
via the Internet to the server because they involve many parties and differ geographically.
The solution that will be implemented is to build a mirror database so that the first stage
of the model is not directly connected to the Internet.
Documentation for building a mirror database has been provided by MassBank [33].

This documentation provides an overview of how the mirror database will be set up. The
mirror database is placed as an intermediary to the online database server, and acts like
a proxy server as circled in black in Figure 2. This model will synchronize to keep the
mirror database up to date. The mirror database will sync when the server is turned on,
so for synchronization simply turn the server off and then on again. It takes about 20
minutes.

Figure 2. New first stage of model

To implement the new first-stage model, the system architecture is designed by design-
ing the physical connectivity of the computer as a local computer network consisting of
one server and one client as shown in Figure 3. It is referred to System Architecture 1.

Figure 3. System Architecture 1

In this paper, a local computer network is a network where all computers are located
in the same geographic location [34].
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In addition, a simple system architecture will be designed with only one computer, as
shown in Figure 4, with the single computer acting as both a server and a client at the
same time. It is referred to as “System Architecture 2”. This system architecture does
not require media to physically connect to other computers. Theoretically, network per-
formance with this system architecture is faster because there is no transmission medium.

Figure 4. System Architecture 2

Both of these system architectures will connect to the Internet when needed, which is to
synchronize with the actual server. These system architectures and mirroring databases
are the major contribution of this research.

4. Results and Discussions. Both system architectures were successfully built. There
are some obstacles, but they can be solved. Likewise, with the old model in the first stage,
there were some obstacles too, but they were solved. The first stage model algorithm is
shown in Figure 5.

Algorithm 1. Labeling the compound name
1: Read the data set only on “m/z” column
2: Repeat until all data is retrieved in the “m/z” column

Use that data to retrieve data from websites using BeautifulSoup
Retrieve the desired data in the table with the attributes “treeLayout2”, “width= 142”
If this attribute is found, then look for the closest value and retrieve data on the name
and formula of the compound, as well as the actual m/z.

Figure 5. First stage algorithm of model

Mirror database is built using a web server, like the original MassBank.jp. All require-
ments are downloaded from GitHub as provided in the documentation. When everything
is configured properly, data retrieval can be done properly.

In this study, ten thousand rows of data were used as in previous studies [12,13]. To
provide chemical compound name labels, it took around 3.5 hours with MassBank.jp via
Internet.

Utilizing Architecture 1, it takes about 7.5 minutes to get the chemical compound
name label, while utilizing Architecture 2, it takes about 7 minutes. The obtained time
is generated from the time counter placed within the software that is created. The time
counter starts at the beginning of data retrieval and ends when the process is completed.
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So in this experiment, the efficiency was 96.4% using Architecture 1 and 96.67% using
Architecture 2. This is consistent with the computer network theory that media is a data
speed constraint [30]. Especially when utilizing the Internet, where it is not known exactly
what media and devices are utilized [26-29].
Utilizing this system architecture – both Architecture 1 and Architecture 2 – makes the

first stage of the model very efficient. This is because they utilized one medium only and
not many connecting devices like those on the Internet. This affects the overall efficiency
of the model because the first stage takes the longest to complete the overall identification
process.

5. Conclusions. Changes in system architecture as an alternative to improving the per-
formance of the previously developed model were successfully built and used. Although
the webserver configuration is a bit constrained due to incomplete documentation, the
web scraping technique is still utilized in this research and is useful in retrieving data for
labeling chemical compound names. The time efficiency obtained is very large, with 96.4%
utilizing Architecture 1 and 96.67% utilizing Architecture 2. It will affect the efficiency
of the overall model.
Further researches are to make the second stage efficient by mirroring the NPACT

database and utilizing machine learning for this identification.
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