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Abstract. Age-group classification is a technique for classifying a face image into a
particular age group. However, due to uncontrollable environments, insufficient and in-
complete training data, strong person-specific variations, and large within-age span vari-
ations, age-group classification has become a challenging problem. This paper presents a
novel neural network with an ordinal ranking approach for automatic age-group classifica-
tion. After pre-processing, histogram of oriented gradients (HOG) features are extracted.
Then, the images are classified into age groups using an ordinal ranking neural network
(ORNN) classifier. This classifier consists of a multiclass neural network binary classi-
fier that categorizes the input images into different age groups. We experimented with
this approach using four age groups derived from the FG-NET and MORPH-II datasets.
Keywords: Age-group classification, Ordinal ranking, Neural networks, Facial feature
extraction, Histogram of oriented gradients

1. Introduction. Age estimation holds crucial importance in various applications, such
as vending machines that regulate access to age-restricted items like alcohol and cigarettes.
These machines employ age prediction programs to prevent underage purchases, highlight-
ing the significance of accurate age estimation. However, this task is complex due to the
stochastic and irreversible nature of aging, resulting in diverse facial shape and texture
variations over time. Computer vision systems enable this process through facial recog-
nition technologies, despite the challenges posed by these natural aging processes [1-3].

Age estimation methods rely on two main components: feature representation and
estimation, where the system’s accuracy hinges on the quality of extracted facial aging
features. Techniques like histogram-based descriptors, capturing local intensity variations,
have proven crucial in diverse applications. Huerta et al. [4] and Sawant and Bhurchan-
di [5] utilized HOG in their studies. Additionally, exploring multiple colour spaces, as
Boutros et al. [6] discovered, offers varied information for decision-making, with channels
like RGB, YUV, and HSV describing high textural detail, significantly improving facial
age and gender estimation.

Age estimation models commonly approach the problem as either classification [7,8]
or regression [9,10], but there is a growing interest in ordinal ranking methods [11]. For
instance, Chang et al. [11] introduced ordinal hyperplanes ranker (OHRank), which us-
es binary classifiers to order labels based on features from the active appearance model
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(AAM). Chen et al. [12] and Niu et al. [13] proposed CNN-based approaches treating
ages as ranks, while Cao et al. [14] developed the CORAL framework, ensuring rank-
monotonicity and consistent confidence scores using CNNs. Shin et al.’s moving window
regression (MWR) method [15], also CNN-based, uses global and local regressors across
age ranges. Recent CNN-based age estimation research has shown promising improve-
ments [16,17].
Another model of an estimator is the hierarchical approach, which combines classifi-

cation and regression methods to predict age. This model yields more accurate results
and simplifies computational load. In this approach, the data is first classified into age
groups, and then the age is predicted based on these pre-defined groups [5,18,19]. Other
researchers have also utilized a CNN model that integrates two different methods, namely
neural networks and extra learning machines (ELM) [20], to achieve age prediction.
In this paper, we introduce an age-group classification algorithm using local features like

HOG along with an ordinal ranking neural network. Improving age-group classification
is crucial in hierarchical age estimation. Our method categorizes front-facing images into
four well-ordered age groups [5]. Traditional multiclass approaches overlook the ordinal
information in age labels, while regression oversimplifies it, despite human aging being
nonlinear. People often find it easier to determine if someone is older than a specific age
rather than their exact age.
Building upon Cheng et al.’s research [21], where they introduced a neural network for

ordinal regression/ranking, we adopted their model as it outperformed standard neural
networks used for classification. Additionally, their method achieved similar performance
to two state-of-the-art approaches (support vector machines and Gaussian processes) for
ordinal regression on the same benchmark. Inspired by Cheng et al. [21], Niu et al. [13] and
Chen et al. [12], we employ ordinal ranking neural networks as age group classifiers. A key
departure from the approaches of Niu et al. and Chen et al. lies in our utilization of a hand-
crafted feature extractor instead of a CNN. Furthermore, unlike Cheng et al., we employ
a strategy akin to Niu et al., utilizing multi-binary classifiers to achieve our objectives.
In this paper, we present our proposed age-group classification using ORNN. Our ap-

proach consists of three stages: 1) Pre-processing, which involves face alignment and the
removal of hair background, 2) Extraction of HOG features, and 3) Age group classifica-
tion using multiple ORNN classifiers. These classifiers comprise several neural networks
that function as binary classifier. They are fine-tuned using supervised training with the
ordinal age group labels. The binary outputs are then aggregated to make the final age
group prediction. An illustration of our model is shown in Figure 1.
This work has following contributions: 1) we demonstrate effectiveness of simple or-

dinary ranking neural network in age-group classification; 2) for each age group, our
approach tunes specific parameters to learn aging patterns.
The remainder of this paper is organized as follows. Section 2 discusses the material’s

specifics and proposed methods. Also, Section 3 presents the experimental results, while
Section 4 summarizes the conclusion and recommendations.

2. Proposed Method. The purpose of age group classification is to classify face images
into different groups based on their ages. The entire age range is divided into several
non-overlapping ranges. Age groups with its dataset can be seen in Table 1.
The proposed method has three key steps: 1) pre-processing: First, images are rotated

to align them vertically, second, images are scaled so as to maintain the same distance
between eyes for all the images, and third, images are cropped to remove background and
hair regions; 2) HOG features extraction: in this step, HOG features are computed and
stored in disk/storage; 3) age group classification: an OR-NN classifier is used in this
step to classify the facial images into age groups. Figure 1(a) summarizes our proposed
approach. Detailed visualization of the proposed method can be seen in Figure 1(b).
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(a) (b)

Figure 1. (a) Overview of proposed method; (b) architecture of K − 1
binary classifier ordinal ranking neural network (detailed version of age
group classification in (a))

Table 1. Age groups partition scheme for FG-NET and MORPH-II dataset

FG-NET MORPH-II
age-group age-span #images age-span #images % distribution

0 0-5 233 16-22 6,356 23.6
1 6-12 248 23-35 9,585 35.8
2 13-21 265 36-45 7,265 27.0
3 22-69 256 46-74 3,654 13.6

Total 1,002 26,860 100

The task of ordinal ranking, also known as ordinal regression, involves categorizing
data into ordered groups. Therefore, when presented with two labels, x1 and x2, the
information regarding their relationship (x2 > x1 or x1 > x2) holds greater reliability for
age estimation compared to the mere differences between the labels. This ‘greater than’
relationship offers more consistent data than precise age values.

Suppose we have a dataset of N training samples, {(xi, yi)|i = 1, . . . , N}, in which xi

represents the ith face image feature vector and yi represents the corresponding age group
label. The age group label yi is treated as an order of rank, yi ∈ {0, . . . , K − 1}, where
K is the total number of age group labels. In particular, an ordinal regression problem
with K ranks is transformed into K − 1 simpler binary classification sub-problems. For
each rank rk ∈ {r1, r2, . . . , rK−1}, a binary classifier is constructed to predict whether the
rank of a sample yi is larger than rk. And then the rank of an unseen sample is predicted
based on the classification results of the K − 1 binary classifiers on this sample.



982 P. S. ADI, A. HARJOKO AND WAHYONO

Given the original training data D = {xi, yi}Ni=1, for the kth binary classification sub

problem, a specific training data is constructed as Dk =
{
xi, y

k
i , w

k
i

}N

i=1
, where the yki ∈

{0, 1} is a binary class label indicating whether the rank of the ith sample yi is larger
than rk as follows:

yki =

{
1, if (yi > rk)

0, otherwise
(1)

and wk
i is the weight for the ith example, kth ranker/classifier, k = {1, . . . , K − 1}.

The K − 1 binary classifiers are trained with their corresponding training data. The
networks are standard multi-layer neural networks inspired by Cheng et al. [21] where
each output layer contains 2 neurons corresponding to a binary classification task. The
kth task is to predict whether the age of the ith facial image is larger than the rank rk. For
each binary classifier, we attach a softmax layer to convert the model’s linear outputs-
logits-to probabilities, which should be easier to interpret. The networks use standard
sigmoid function, as shown as Equation (2).

1

1 + e−zi
(2)

For number of hidden layers, single layer is used because it is sufficient to learn any
continuous mapping to an arbitrary accuracy [22]. The numbers of neurons are definite
according to empirical equation in the hidden layer [23], as the following:

nH =
√
ni + no + l (3)

where nH is the number of neurons in hidden layer; ni is the number of neurons in input
layer; no is the number of neurons in output layer; l is integer from one to ten.
In our experiments, we use the binary cross entropy cost function because the networks

are binary classifier. The binary cross entropy cost function is shown as Equation (4).

fcost = − 1

N

N∑
i=1

[yi ∗ log(oi) + (1 + yi) ∗ log(1− oi)] (4)

where y is target/label vector and o is output vector for the ith example/face image
feature and N samples. Target/label vector is changed from standard binary label to
one-hot label.
Based on different splitting of D, K − 1 binary classifier networks can be trained from

the base one. Given an unknown input xi, we first use the basic networks to make a set of
binary decisions and then aggregates them to make the final age group prediction r(xi),

r(xi) =
K−1∑
k=1

[fk(xi) > 0] (5)

where fk(xi) is output of k binary classifier and [.] is truth-test operator, which is 1 if
inner condition is true, and 0 otherwise. The explanation above can be summarized as
shown in Figure 1(b).
Algorithm 1 summaries OR-NN for age-group classification.

2.1. Dataset. In this paper, we used MORPH album 2 [25] and FG-NET [26] to assess
the efficacy of the age classification algorithm. MORPH-II [25] is a benchmark database
containing 55,134 images of 13,000 persons ranging in age from 16 to 77 and ethnic from
African, European, Asian, Hispanic and others. It was a collection of mugshot images,
including information about ethnicity, gender, date of birth and date of acquisition.
Figure 2 displays a few examples from the MORPH album 2 dataset. The FG-NET

contains 1,002 images from 82 different subjects collected by mostly scanning photographs
of the subjects with ages ranging between new-borns to 69 years old.
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Algorithm 1. Algorithm for age-group classification
Training
Input:

training data for each class Dk =
{
xi, y

k
i

}N

i=1
xi represents the ith HOG face image feature vector for training
yi represents the corresponding age group label
kth binary classifier, k = {1, . . . , K − 1}
wk

i is the weight for the ith example and N is training samples
Output: wk weight of the kth binary classifier
Process: For each kth binary classifier do

- Build the kth multilayer neural network binary classifier, nH neuron as Equation (3)
- Initialize its weight wk

- Train the kth binary classifier with loss function Equation (4) with ADAM [24]
- Save weight each kth binary classifier, wk

End for
Testing
Input:
testing data {x′

i}Mi=1

x′
i represents the ith HOG face image feature vector for testing

wk weight of the kth binary classifier and M is testing samples
Output: class label r(x′

i)
Process: For each kth binary classifier do

- Build the kth multilayer neural network binary classifier, nH neuron as Equation (3)
- Load wk to the kth binary classifier
- Predict class label for each kth binary classifier, fk(xi)
End for
Agregate class label r(x′

i) with Equation (5)

(a) (b)

Figure 2. Facial image examples of dataset: (a) FG-NET dataset;
(b) MORPH-II dataset

3. Experiments.

3.1. Experimental setup. FG-NET’s limited faces prompt the use of Leave-One-Per-
son-Out (LOPO) testing, where one person’s samples are for testing and the rest for train-
ing. This prevents the classifier from learning individual traits, reducing data dependency
and enhancing result independence.

In the second evaluation approach, over 25,000 images from the MORPH-II dataset [24]
are utilized. We randomly selected 26,860 images and conducted a 5-fold cross-validation.
Based on Sawant and Bhurchandi’s research [5] and life-span development [27], we estab-
lished four age groups, detailing age spans and image counts per group in Table 1 for
balanced representation.

In implementing ORNN, we develop three binary classifiers using TensorFlow and each
classifier uses three layers: one input layer, one hidden layer and one output layer. There
are three age borders: (6, 13, 22) for FG-NET and (23, 36, 46) for MORPH-II.

3.2. Result and discussion. To thoroughly assess the performance of the analyzed
features for age classification, we conducted an in-depth analysis of various parameters,
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including cell sizes, bin sizes, and neuron numbers within the hidden layer, to understand
their impact on HOG features. Neuron numbers are based on Equation (3) and we set
l = {0, 5, 10}. Table 2 shows that for FG-NET, 4 × 4 cell, bin = 10 and neuron numbers
= 152, gives optimum result. For MORPH-II dataset, 4 × 4 cell, bin = 8 and neuron
numbers = 136, gives best result. We observe that the overall classification accuracy
increases as the number of features increases. Classification accuracy results vary with
changes in the number of neurons.

Table 2. Results for FG-NET and MORPH-II datasets with size image
100 × 100, at varying cell (cell × cell), bin parameters, number of neurons
with dropout rate = 0.0

Cell Bin Feature Neuron
FG-NET

accuracy (%)
MORPH-II
accuracy (%)

12 × 12 8 12,800 113 63.67 64.56
12 × 12 8 12,800 118 62.85 64.92
12 × 12 8 12,800 123 61.71 64.74
12 × 12 9 14,400 120 63.05 65.21
12 × 12 9 14,400 125 62.33 65.01
12 × 12 9 14,400 130 63.26 65.23
12 × 12 10 16,000 126 63.05 65.60
12 × 12 10 16,000 131 63.88 65.23
12 × 12 10 16,000 136 62.95 65.32
8 × 8 8 15,488 124 63.88 66.59
8 × 8 8 15,488 129 63.78 66.88
8 × 8 8 15,488 134 64.81 66.49
8 × 8 9 17,424 132 63.67 67.01
8 × 8 9 17,424 137 64.71 66.72
8 × 8 9 17,424 142 64.40 66.85
8 × 8 10 19,360 139 62.95 66.79
8 × 8 10 19,360 144 63.57 66.88
8 × 8 10 19,360 149 65.02 66.85
4 × 4 8 18,432 136 65.74 67.28
4 × 4 8 18,432 141 65.43 66.90
4 × 4 8 18,432 146 64.71 66.88
4 × 4 9 20,736 144 64.50 67.18
4 × 4 9 20,736 149 64.71 67.23
4 × 4 9 20,736 154 65.02 66.99
4 × 4 10 23,040 152 66.36 66.79
4 × 4 10 23,040 157 65.63 66.78

We evaluated our method against leading approaches for age group classification, com-
paring results in Table 3 using the same testing criteria. Our method surpasses [5] and
[19] but lags behind [28], highlighting the more effective feature extraction of [28] despite
its longer computation time. Notably, our classification excels on smaller databases.
Table 3 shows a summary of comparison of overall performance of this approach with

previous methods with MORPH-II dataset. Based on MORPH-II dataset, the perfor-
mance of our proposed method is still under performance of Liu et al. [28] and Sawant
and Bhurchandi [5], but over performance of Pontes et al. [19]. However, when compared
to the results of Sawant and Bhurchandi, the research results can still be competitive,
with a difference in results of 4%. If compared to the results of Liu et al., our feature
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Table 3. Comparison of age-group estimation performance with FG-NET
and MORPH-II

Method
FG-NET MORPH-II

Age group
Accuracy

(%)
Age group

Accuracy
(%)

HOG, Gaussian Process (GP) [5]
0-5, 6-12,

13-21, 22-69
56.07

16-22, 23-35,
36-45, 46-74

71.14

Local Phase Quantization, SVM [19]
0-13, 14-21,
22-39, 40-69

60.00
16-25, 26-35,
36-45, 46-77

50.07

Gradient Oriented Pyramids, SVM [28]
0-5, 6-12,

13-21, 22-69
91.30

15-19, 20-25,
26-35, 36-77

82.80

Proposed: HOG, ORNN
0-5, 6-12,

13-21, 22-69
66.36

16-22, 23-35,
36-45, 46-74

67.28

extraction process is faster than the process of Liu et al. From Table 3, increasing fea-
tures improves accuracy, but an optimal number is crucial. Textures play a role in age
classification.

4. Conclusions. This paper introduces ordinal ranking neural networks (ORNN) as an
innovative method for age group classification, employing neural networks with an ordinal
ranking approach. Compared to methods like GP or SVM, ORNN offers a simpler yet
competitive alternative. The experimental results on FG-NET and MORPH-II databases
demonstrate the method’s effectiveness. Nevertheless, addressing unbalanced training data
and reducing feature count remains an area for improvement.
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