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Welcome Message 

 

Distinguished Guests, Respected Scholars, Esteemed Partners, and Participants, 

It is with immense honour and joy that I welcome you all to The 4th International Conference on 
Informatics, Electrical, and Electronics (ICIEE). This prestigious event, hosted in collaboration with 
Primakara University Bali, brings together some of the brightest minds in the fields of informatics, 
electrical engineering, and electronics from around the globe. 

Our world today is experiencing a remarkable transformation driven by advances in technology, which 
have permeated every aspect of human life. The role of informatics, electrical, and electronics 
engineering has been pivotal in addressing global challenges, fostering innovation, and creating 
sustainable solutions for our shared future. ICIEE provides a vital platform for intellectual exchange, 
collaboration, and the dissemination of cutting-edge research that will undoubtedly shape our 
technological landscape. The 4th International Conference on Informatics Electrical and Electronics 
(ICIEE) aims to bring together leading academician, scientist, researchers and engineers to exchange 
and share their experiences and research results on all aspects of smart technology toward smart energy. 

This year, we are thrilled to host 32 outstanding submissions, reflecting the diversity and depth of 
research being conducted across the globe. These contributions span a wide array of topics, including 
renewable energy, smart grids, IoT, robotics, and next-generation communication systems, aligning 
with our theme: "Smart Technology Toward Smart Energy". We are privileged to have an impressive 
line-up of keynote speakers, panel discussions, and technical sessions that delve into the latest 
developments and future directions in our disciplines. I would like to extend a special and heartfelt 
welcome to our esteemed keynote speakers, whose ground breaking work continues to shape the future 
of our disciplines. It is our privilege to host Prof. Jun Kondoh from Shizuoka University Japan, Zulkifli 
Bin Zainal Abidin (Assoc. Prof. Dr) from International Islamic University Malaysia and Made Adi 
Paramartha Putra., PhD from Primakara University. Your insights will undoubtedly inspire meaningful 
discussions and drive further innovation in these critical fields. 

I extend my heartfelt gratitude to our co-host, Primakara University - Bali, for their outstanding 
partnership in organizing this conference. Their commitment to academic excellence and innovation 
has greatly enriched this event. I also wish to thank our organizing committee, speakers, and participants 
for their invaluable contributions. Your presence here today signifies your dedication to advancing 
knowledge and collaboration across borders. 

As we embark on this intellectual journey, I encourage you to actively engage, exchange ideas, and 
explore new horizons during this conference. Let us seize this opportunity to build networks, foster 
collaborations, and inspire future innovations. 

Once again, welcome to ICIEE. I wish you a fruitful and rewarding conference experience. May your 
time here in Bali be as enriching and inspiring as the discussions we are about to embark upon. 

Warm regards, 

Dr. Eng. Rocky Alfanz., S.T., M.Sc 

Chairperson Department of Electrical Engineering 

Sultan Ageng Tirtayasa University 
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Welcome Message 

 

 

 

INTERNATIONAL CONFERENCE ON INFORMATICS, ELECTRICAL AND 

ELECTRONICS (ICIEE 2024) 

5th December 2024 

Distinguished Guests: 

1. Prof. Jun Kondoh - Shizuoka University Japan. 

2. Assoc Prof Dr. Zulkifli Bin ZA - International Islamic University Malaysia 

3. Rector Primakara University Bali Indonesia - Dr. I Made Artana, S.Kom., M.M 

4. Vice Rector I Primakara University Bali Indonesia - Helmy Syakh Alam, S.T., S.Pd., 

M.Pd. 

5. Vice Rector II Primakara University Bali Indonesia - I Made Sudama, S.E., M.M 

6. Vice Rector III Primakara University Bali Indonesia - Putri Anugerah Cahya Dewi, 

M.Pd 

7. Vice Rector IV Primakara University Bali Indonesia - I Gede Juliana Eka Putra, S.T., 

M.T 

8. Dean of Information Technology and Design Faculty - Dr. Ni Made Satvika Iswari, 

S.T., M.T. 

9. Dean of Economic and Business Faculty - Ketut Tri Budi Artani, S.E., M.Si., AK., CA., 

CSRA., CFM 

10. Made Adi Pramartha Putra PhD. From Primakara University Bali Indonesia 

Distinguished Guests, Esteemed Speakers, Honored Participants, and Respected Colleagues, 

Good morning, and welcome to the "International Conference on Informatics Electrical and 

Electronics". As the Rector of Sultan Ageng Tirtayasa University, it is both an honor and a 

privilege to address you all at the opening of this remarkable international seminar. 

Today’s event holds a special significance, as it is the result of a collaborative effort between 

Universitas Sultan Ageng Tirtayasa and Primakara University, Bali. This partnership between 

our institutions reflects a shared commitment to advancing knowledge, fostering innovation, 

and strengthening academic and professional networks especially in the field of electrical 

engineering. Together, we are united in our mission to drive progress and inspire future 

breakthroughs that will benefit society. 

This seminar serves as a platform to exchange knowledge, share innovative ideas, and discuss 

the latest advancements in the recent field of electrical engineering. Over the next few days, 
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we will explore a broad range of topics—from renewable energy and power systems to 

advanced electronics and smart technologies—that have the potential to reshape industries and 

improve lives. 

In today’s world, the challenges we face in energy sustainability, digital transformation, and 

technological advancement demand collaborative efforts and cutting-edge solutions. I believed 

that the insights shared by our esteemed speakers, along with the discussions and interactions 

during this seminar, will contribute meaningfully to these efforts. Thus, we have the 

opportunity to foster innovation that can address global challenges and promote a more 

sustainable and connected future. This goal is in line to our institution mission to contribute to 

the society by promoting eco-innovation and sustainable research and academic activity. 

I would like to express my sincere gratitude to the organizing committee and all our partners. 

Organizing an event of this scale requires particular planning, hard work, and an unwavering 

commitment to excellence. Thank you for your dedication and for making this seminar 

possible. 

As we embark on this journey of learning and collaboration, I encourage each of you to take 

full advantage of the opportunities this seminar provides. Engage actively in the sessions, ask 

questions, exchange perspectives, and build connections that will strengthen our global 

network of professionals and academics in electrical engineering. 

Finally, welcome to this collaborative international seminar. I wish you all a productive and 

educational experience. May this event inspire new ideas, spark meaningful collaborations, and 

pave the way for future achievements in electrical engineering. 

Thank you. 

Prof. Dr. Ir. H. Fatah Sulaiman, ST., MT. 

Rector of Universitas Sultan Ageng Tirtayasa 



ix 

Welcome Message 

by the Rector of Universitas Primakara 

International Conference on Informatics, Electrical, and Electronics (ICIEE) 4th, 2024 

 

 

Distinguished Guests, 

Esteemed Speakers and Experts, 

Fellow Academicians and Researchers, 

Ladies and Gentlemen, 

On behalf of Universitas Primakara, it is my utmost pleasure to welcome all of you to the 4th 

International Conference on Informatics, Electrical, and Electronics (ICIEE) 2024. It is a great honor 

for Universitas Primakara to serve as the Co-Host for this prestigious event, held in collaboration with 

our esteemed partner, Universitas Sultan Ageng Tirtayasa, the Host of this year’s conference. 

The theme for this year, "Synergy of New Tech Frontiers: AI, Cybersecurity, 5G/6G, Renewables, IoT, 
and Climate Resilience for Tomorrow Challenges," is both timely and critical. We are standing at the 

crossroads of transformative advancements in technology and mounting global challenges. This theme 

underscores the need for a collaborative approach to harness the potential of emerging technologies 

while ensuring sustainability and resilience in our systems. 

I am confident that this conference will serve as an invaluable platform for sharing insights, presenting 

cutting-edge research, and fostering collaborations that will shape the future of technology and its 

applications in addressing global issues. It is through gatherings like this that we can collectively 

innovate and contribute to a better tomorrow. 

To our distinguished speakers and participants, thank you for sharing your expertise and contributing 

to the intellectual discourse of this conference. To Universitas Sultan Ageng Tirtayasa, thank you for 

leading this remarkable initiative and for entrusting Universitas Primakara as your partner in this 

endeavor. 

I encourage all participants to make the most of this opportunity to exchange knowledge and build 

networks that extend beyond the conference. Let us move forward with a shared commitment to synergy 

and innovation, not only for the academic community but also for the benefit of society at large. 

Once again, welcome to the 4th ICIEE 2024. May this conference be a resounding success and a 

meaningful milestone for us all. 

Thank you, and I wish you fruitful discussions and an enjoyable conference. 

Warm regards, 

 

Dr. I Made Artana, S.Kom., M.M. 

Rector, Universitas Primakara 
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Keynote Speaker  
“Surface Acoustic Wave Sensors for Liquid Environment” 

 

Prof. Jun Kondoh 
(Shizuoka University, Japan) 

 
Acoustic wave devices are indispensable as duplexers and filters in smartphones and other 

electronic devices. A surface acoustic wave (SAW) is a wave whose energy propagates along 

an elastic surface. The SAW were mathematically discovered by Lord Rayleigh in 1885. In 

1965, White et al. reported that SAWs can be generated and received electrically by fabricating 

an interdigital transducer on a piezoelectric crystal surface. Since then, research and 

development on electronic device applications of SAWs have become active. SAWs can also 

be applied to sensors. The first SAW sensors were temperature and strain sensors. In 1987, 

Moriizumi et al. found that shear horizontal-SAW (SH-SAW) propagates at the interface 

between solid and liquid without attenuation. In other words, a liquid-phase sensor is realized 

by SH-SAW device. The velocity and amplitude of the SH-SAW depend on the physical 

properties of the liquid, such as viscosity, conductivity, and dielectric constant. SH-SAW 

sensors are also used in biosensors to measure immunoreaction. In this lecture, an overview of 

SAW will be presented first. Next, sensor applications of SAW devices, especially liquid-phase 

sensors using SH-SAWs, will be presented. 

 

 

Jun Kondoh was born in Shiga, Japan in 1967.  He received his B.E., M.S., and Dr. Eng. 

degrees in opto-electric and mechanical engineering from Shizuoka University in 1990, 1992, 

and 1995, respectively.  From April 1993 to March 1997, he was a research fellow of the Japan 

Society for the Promotion of Science.  In 1996, he was a guest scientist at Karlsruhe Research 

Center, Germany.  In April 1997, he joined the Department of Systems Engineering, Shizuoka 

University as an associate professor and was promoted to an associate professor in 2003 and a 

professor in 2010.  He received the IEC 1906 Award in 2020, the Best Paper Award at the 16th 

International Conference on Quality in Research, the Best paper Award of Japanese Journal 

Applied Physics, the Special Issue of Ultrasonic Electronics in 2016, and so on. His research 

interests include sensors and actuators using surface waves, interdigital electrode-type sensors, 

and machine learning.  He is a member of the Acoustic Society of Japan, Japan Society of 

Applied Physics, IEEJ, the Institute of Electronics, Information and Communication Engineers 

(IEICE), and IEEE. 
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Keynote Speaker  
“Developing Industry-Ready Talent for Robotics” 

 
 

Zulkifli Bin Zainal Abidin  

(Assoc. Prof. Eur. Ing. Ir. Ts. Gs. Inv. Dr.) 

(International Islamic University Malaysia, Malaysia) 

The rapid advancement of robotics technologies has led to an increasing demand for skilled 

professionals across various industries, including manufacturing, healthcare, and logistics. 

This keynote presentation will explore the evolving applications of   robotics, from its historical 

role in automation to its future potential in areas such as AI integration and human-robot 

collaboration. It will highlight the gap between industry job requirements and the skills taught 

in educational institutions, emphasizing the need for closer collaboration between academia 

and industry to ensure the development of talent that meets current and future market demands. 

The presentation will also outline the essential skills expected from robotics professionals, 

including technical competencies in programming, engineering, and data analysis, as well as 

soft skills such as problem-solving and communication. A proposed talent development 

program will be introduced, focusing on a comprehensive, hands-on approach that aligns 

educational frameworks with industry needs, equipping graduates with the practical experience 

and interdisciplinary knowledge required to thrive in the rapidly changing robotics landscape. 

 

 

Zulkifli Zainal Abidin, a roboticist, earned his B.Eng in Computer and Information Engineering 

from IIUM in 2003 and his MSc and Ph.D in Electrical & Electronics (Robotics) from USM, 

Penang, in 2007 and 2013, respectively. He joined IIUM's Mechatronics Engineering 

Department, where he continues to serve as a faculty member. Zulkifli collaborates extensively 

with industries and government agencies, including CREST, Delloyd R&D, Petronas, 

Hydrokinetic Technologies, Altus O&G, and many more. He is the director and co-founder of 

the Center for Unmanned Technologies (CUTe), part of the Industry@University program by 

MITI/KPT. Zulkifli has secured over RM7 million in research funding and signed more than 

10 Research Agreements. He holds professional statuses such as PEng (Ir.) BEM, EUR ING, 

Gs. IGRSM, INV. IFIA, and Ts. MBOT. He is a Chartered Engineer (C.Eng) with the 

Engineering Council UK (IMarEST) and an executive committee member of IEEE Ocean 

Engineering Society and SAE International Malaysia. Certified as an HRDF Trainer & 

Instructor, Zulkifli actively publishes, reviews, and serves on editorial boards for academic 

journals. His research focuses on developing robotic platforms for underwater, ground, and 

space operations, along with new sensing devices and intelligent control algorithms. Outside 

academia, he is a dedicated off-road adventure motorcycle trainer. 
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KEYNOTE SPEAKER 
“Transforming AI with Decentralized and Privacy-Preserving Solutions” 

 

Made Adi Paramartha Putra, S.T., M.T., PhD 

(Primakara University, Indonesia) 

The presentation introduces Federated Learning (FL) as a groundbreaking method for 

implementing decentralized AI. It starts by reviewing traditional machine learning (ML) and 

its key applications, including image recognition, recommendation systems, and anomaly 

detection. It also highlights the drawbacks of centralized ML systems, such as concerns over 

data privacy, dependence on extensive labelled datasets, and centralized data processing, which 

hinder scalability and security. 

FL is proposed as a solution to address these limitations, offering a decentralized approach that 

enables model training directly on devices while safeguarding user privacy. The speaker 

explores FL's potential across various domains, including healthcare, smart homes, and electric 

vehicles. Additionally, the presentation examines optimization strategies, particularly the 

TSFed framework, which integrates client selection, localized optimization, and blockchain-

encrypted model updates to boost efficiency and security. The concluding remarks emphasize 

FL's transformative role in AI and advocate for its integration into a wide range of intelligent 

systems. 

 

 

Dr. Putra is currently a full-time lecturer in Informatics Engineering at Primakara University, 

Bali, Indonesia, and has served as the Director of Postgraduate Studies since 2024. Previously, 

he was the Head Researcher at the Networked System Laboratory, Kumoh National Institute 

of Technology, from 2021 to 2023. Dr. Putra has published extensively in high-impact journals 

such as IEEE Sensors Journal, Internet of Things Journal, and IEEE Access. His notable works 

include research on federated learning, blockchain-based secure systems, and data-efficient 

architectures for industrial IoT applications. 

In addition to his academic achievements, Dr. Putra has served as a reviewer for several 

prestigious journals, including IEEE Access, IEEE Journal, and IEEE Transactions on 

Communications. His professional experience is complemented by numerous awards and 

accolades, such as the Best Paper Award at the KICS Fall Conference (2021) and the first prize 

in the Road Damage Detection Competition hosted by the Indonesian Ministry of Public 

Affairs (2023). 
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Abstract—the use of Biofuel (BBN) and its mixture with a
content of 35% is planned to be increased to a maximum of
40%. The biodiesel handling system, namely blending in tanks
with the use of circulation pumps, affects the level of homogeneity
of mixing. The advantage of the inverter is that it can increase
efficiency by allowing the motor to be operated at the ideal speed
for each load condition. The need for solar PV as a replacement
for the energy supply of motor operation with a capacity of 7.5
kW for the circulation pump of the B40 biodiesel fuel storage
tank, namely 12 Modules with data on Direct Normal Irradiance
3,547 kWh/m2/day. The optimal parameters of the inverter mi = 1
and fc = 5 KHz with the results of Irms pump motor performance
12.2 Ampere, Vrms 413.9 Volts, System Input Power 7.19 kWh,
THDi 2.4%, Pout 6.57, kW input power and Motor Efficiency
91.40%.

Index Terms—Biodiesel, inverter, Solar Panel, Variable Speed
Drive

I. INTRODUCTION

One of the government’s concrete steps is the Decree
of the Minister of Energy and Mineral Resources Number
1.K/EK.01/MEM. E/2023 has stipulated the use of Biofuel
(BBN) and its mixture with a content of 35% in all sectors
of diesel engine users and is further planned to increase
the mixture content to a maximum of 40% [1]. One of the
biodiesel handling systems is blending in tanks with the help
of the use of circulation pumps so that it affects the level of
homogeneity of mixing [1]. A circulation pump is an electric
motor equipment that moves the pump so that the fluid can
flow [2].

The current condition of PLTD Tanjung operations is an
isolated grid system with an operating duration of 16 hours
per day with a time range of 17:00 to 09:00 WITA with an
output voltage of 380 Volt directly supplied to customers, so
it needs other environmentally friendly alternative energy. The
condition of the storage tank level at PLTD Tanjung Aru is
always changing to fuel consumption, of course, operational
control is needed that can adjust the B40 fuel circulation
process.

The advantage of the inverter is that it can increase ef-
ficiency by allowing the motor to be operated at the ideal
speed for each load condition [3]. The modulation index (ma)
and carrier frequency (fc) are two important parameters that
have a significant influence on the output characteristics of the
inverter, especially to control electric motors [4].

This reason is the reference that the use of solar panel
energy in the inverter as a speed regulator for the pump motor
is the choice for operating the blending in tank method on
B40 fuel while still looking at the efficiency value and total
harmonic distortion in the motor as a circulation pump driver
according to IEEE standards

II. LITERATURE REVIEW

A. Biodiesel Fatty Acid Methyl Ester (FAME)

Biodiesel is in the form of fatty acid methyl esters made
from vegetable/animal oils that meet the required quality
standards. Pure biodiesel (B100) and its mixture with diesel
oil (BXX) can be used as fuel for diesel generation engines. In
general, the characteristics of biodiesel are that it has a higher
setana number than diesel oil so that the combustion emissions
produced are more environmentally friendly than diesel fuel
oil [5].

The execution of this basic mixing technique is that
biodiesel must be sprayed on top of the fossil diesel layer that
has been loaded into the tank. This mixing method is carried
out with the help of a circulation pump or called sequential
in-tank blending [6].

B. Solar Power Plant

Solar power builders are plants that convert sunlight energy
into electrical energy. This conversion occurs in solar panels
made up of solar cells. The working principle of solar cells is
based on the photovoltaic effect, which is by causing potential
differences at the junction of electromagnetic radiation where
electrons are transmitted because the semiconductor material979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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absorbs light at frequencies above the material threshold fre-
quency. The energy of light is called a photon. Solar panels or
photovoltaics are the main components in the solar PV system.
Photovoltaic cells are semiconductor devices that convert light
energy into electricity. Once light falls on these cells under
reverse bias conditions, these cells begin to generate electricity.
In the planning of solar power generated in the fulfillment of
energy needs, the formula under Array Area Calculation can
be calculated using the following formula [7] [8].

PV Array Area =
EL

Gav × ηPV × FKT × ηout
[m2] (1)

Where:
• EL = Electrical Energy [kWh/day]
• Gav = Irradiance [kWh/m2/day]
• PV Array Area = Surface Area of solar panel [m2]
• FKT = Temperature Correction Factor [%]
• ηPV = Solar Panel Efficiency [%]
• ηout = Output efficiency [%]

The following formula can be used to find out the amount
of power generated by solar PV can be determined based on
the area of the array [8].

P(watt peak) = Luas Array × PSI × ηPV (2)

Where:
• PV Array Area = Surface Area of solar panel [m2]
• PSI = Peak Solar Insolation 1,000 W/m2

• ηPV = Solar Panel Efficiency [%]
• P (Watt Peak) = Power generated [Watt peak]

In addition, the number of solar panels needed can be
determined depending on the amount of power to be generated
(watt peak) using the formula [9]:

Number of solar panels =
P(watt peak)

PMaks
[Unit] (3)

Where:
• Pwatt peak = Generated power [Wp]
• PMaks = Power Output Maximum [Watts]

C. DC/AC Inveter Variable Speed Drive

Variable Speed drive is a device that regulates the speed
of the motor according to the needs of the load by changing
the frequency value of the motor [10]. The three-level NPC-
MLI is shown in Figure 1. The three feet of the inverter share
a common dc bus, which is divided by two capacitors into
three levels. The voltage in each switching device is limited
to V/2 through the clamping diode and the voltage in each
capacitor is Vdc/2 [11]. The switching operation is described
as follows: Status 1 means the switch ON, and 0 means the

switch is OFF. Each phase has two pairs of complementary
switches so turning on one of the switches requires the other
switch to be turned off [12]. .

Fig. 1. Three-level Neutral point clamped topology

Pulse Width Modulation (PWM): The triangular wave will
be modulated by the sinusoidal control signal by comparing
the two waves, resulting in a variable ignition pulse width. The
frequency of the triangular wave is the ignition frequency ftri
or called carrier frequency, while the sinusoidal signal is used
to regulate the width of the IGBT ignition pulse and has a
frequency of fcontrol or also called modulation frequency. This
modulation frequency is the basic frequency of the inverter
output voltage [13].

The modulation comparison (modulation index) of ampli-
tude is defined as follows:

mi =

√
3Vref

Vd
(4)

Information:
• mi = Amplitude modulation index
• Vref = Amplitude of the control signal sinusoidal (Volts)
• Vd = Triangular signal amplitude (Volts)

ftri = mf × fcontrol (5)

Information:
• mf = Frequency modulation index
• ftri = Carrier frequency
• fcontrol = Modulation frequency

The maximum voltage between line to line (rms) generated
by Space Vector Modulation (SVM) is defined as follows:

Vmax SVM =
√
3

(
Vref max√

2

)
= 0.7071Vd (6)
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D. Induction Motor

Induction motors in general that are often used are three-
phase and single-phase induction motors. Three-phase induc-
tion motors are widely used in the industrial world with
large capacity and are operated on three-phase systems [14].
Centrifugal pumps are pumping that work by using mechanical
energy from outside the pump in the form of an electric motor
which is then used to rotate the impeller. The speed of the
motor according to the change in frequency is theoretically
written in the following equation [15]:

Nr =
120 · f

p
(7)

Information:
• Nr = Motor rotation speed (rpm)
• f = Frequency (Hertz)
• p = Number of Poles

1) Efficiency of Compressor Induction Motor:

Efficiency is defined as the ratio between the output power
and the input power. The efficiency value can be determined
by the following equation [16]:

η =
Pout

Pin
× 100% (8)

Where:
• η = Efficiency (%)
• Pout = Output power (Watts)
• Pin = Input power (Watts)

The values of Pin and Pout can be found through the
equations below [16]:

Pin = VL × IL × cos(φ) (9)

Pout = T × ω (10)

Where:
• VL = Line Voltage (Volts)
• IL = Line Current (Ampere)
• T = Load Torque (N-m)
• ω = Motor speed (rad/s)

III. RESEARCH DESIGN

The concept analysis shows that the B40 fuel circulation
operating system implemented at PLTD Tanjung Aru with
solar heat source as energy supply and inverter for optimal
operation control so that the goal of increasing the use of
biodiesel (B40) in the power generation sector as an effort
to reduce carbon emissions can run optimally. Based on this
description, the research concept framework consists of two
stages, namely:

• The modeling and simulation stage uses Simulink MAT-
LAB software, at this stage it is carried out to determine
the parameters that will be used for the modeling of an
inverter equipped with a solar panel system as a support
for plant operations in the work area at UP Kaltimra with
PLTD Tanjung Aru as the first step in research design.

• The system testing stage is carried out by testing the per-
formance of the VSD inverter design in generating output
waves for the load of the pump electric motor with low
THD values and inverter losses through the determination
of the right modulation index and frequency variation.

In this study, the modeling of the SUNPOWER SPR-415E-
WHT-D solar panel is shown in Fig. 2 below: .

Fig. 2. PV Array Network on MATLAB Simulink

The pulse of the PWM generator is connected to each IGBT
gate, in this design the generator output signal is separated by a
demultiplexer bus to be separated between the phase A, phase
B and Phase C inverter gate signals is shown in Fig. 3 below:
.

Fig. 3. PWM Modulator (3-Level) as a Gate Trigger on an Inverter
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IV. RESULTS AND ANALYSIS

A. VSD Inverter Testing in Applications at PLTD Tanjung Aru

PLTD Tanjung Aru, which is one of the plants in the UP
Kaltimra work area, is planned for the application of 40%
biodiesel fuel (B40). The B40 handling procedure is that it
needs circulation to keep the content always homogeneous.
The application of a 3-phase motor is a circulation pump to
drain the fluid contained in the storage tank. The pattern of op-
erating the circulation system is every day for 1 hour, namely
from 13.00 WITA to 14.00 WITA before being transferred to
the daily tank before being sprayed to the combustion chamber
using an injector pump.

B. Calculation of Solar Energy Potential at PLTD Tanjung
Aru

This study shows that in the Tanjung Aru PLTD area, there
is potential that can be studied for the use of solar panels. The
selection of solar panels aims to provide benefits in the form of
electricity cost savings and greenhouse gas emission reduction.
Energy potential data in the form of ambient temperature and
solar radiation at peak sunlight hours are obtained directly
from visual crossing data and are shown in the following table
[17]:

TABLE I
IRRADIATION DATA AT PLTD TANJUNG ARU AREA

Location
Direct Normal

Irradiation (IDC )
(kWh/m2/day)

Temperature
(°C) Coordinate

PLTD
Tanjung Aru 23,547 2*26,80 -02°10’26”

116°35’12”

The data presented in table I, displays potential for electrical
energy production from solar panels per kilowatt peak (kWp)
at the location PLTD Tanjung Aru. The data was taken as a
basis for the number of array panel needs so that solar PV can
always provide energy to the. In this study, the SUNPOWER
SPR-415E-WHT-D solar panel model was used as follows:

TABLE II
SPECIFICATIONS OF SUNPOWER SPR-415E-WHT-D TYPE SOLAR PANEL

MODULE

Module Power 414,801 Wp

VMPP 72,9 V

IMPP 5,69 A

Vpv 22,50 %

N Out 90 %

Gav 3,547 kWh/m2/day

Temp 26,8 ◦C

PSI 1000 W/m2

PV Array Area =
EL

Gav × ηPV × FKT × ηout
[m2] (11)

PV Array Area = [21.07m2]

The amount of power generated by the solar power plant
can be determined based on the data of the previous array area
calculation:

P(watt peak) = PV Array Area × PSI × ηPV [Wattpeak] (12)

P(watt peak) = 4741.5 [Wattpeak]

The calculation of the number of solar panels adjusting to
the large demand of power to be generated is shown below:

Number of solar panels =
Pwatt peak

PMaks
[Units] (13)

= 11, 4 [Units] → 12Units

C. Performance of VSD Inverter with DC Current Energy
Source from Solar PV

The effect of VSD inverter on solar panel systems with
motor load of storage tank circulation pumps can be seen from
the current waves produced. The corresponding waveform is
sinusoidal, the output current of the VSD Inverter with a
frequency variation of 50 Hz to 35 Hz can be seen in Fig.
4 below:

Fig. 4. Pump Motor Flow Chart Using VSD

The change in the output frequency of the VSD will affect
the effective current at the output of the inverter connected to
the pump motor as shown in:

Tn =
7460Watt
157.08 rad/s

= 47.5Nm

The value of the k constant for variable load modeling is:
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k =
Tn

ω2
=

47.5Nm
(157.08 rad/s)2

= 1.92× 10−3

TABLE III
MOTOR CURRENT VALUE DATA RELATIVE TO VSD FREQUENCY

VARIATION

Frequency Output (Hz)
Output 50 45 40 35 30

Current (A) 12,70 10,30 9,00 9,10 9,30
THD I (%) 2,2 2,8 3,5 4,6 3,9

Torque (Nm) 41,91 35,22 27,71 20,99 15,40
Speed (rad/s) 150,38 137,06 122,90 108,01 93,38

As shown in Table III, the current changes that occur are
influenced by the operating speed of the motor, as we ll as the
THD value. To view the voltage value Output Inverter VSDs
with frequency variations of 50 Hz to 35 Hz can be seen in
Fig. 5 below:

Fig. 5. Pump Motor Voltage Chart Using VSD

Frequency changes Output of VSD to voltage Inverter
connected to the pump motor as shown in the following table:

TABLE IV
MOTOR VOLTAGE VALUE DATA ON VSD FREQUENCY VARIATION

Frequency Output (Hz)

Output

(Frequency (Hz))
50 45 40 35 30

Current (A) 12,70 10,30 9,00 9,10 9,30

THD I (%) 2,2 2,8 3,5 4,6 3,9

Torque (Nm) 41,91 35,22 27,71 20,99 15,40

Speed (rad/s) 150,38 137,06 122,90 108,01 93,38

As shown in Table IV, the change in effective voltage that
occurs is not affected by the operating speed of the motor,
nor is the THD value. This happens because in the simulation
test, the output frequency variation of the modulation index
and k values are kept constant. With these considerations,
the Space Vector Pulse Width Modulation (SVPWM) type
switching technique was chosen because it can make good use
of all available DC voltages from Photovoltaic. In this study,

data on the receipt of HSD fuel balance and the capacity of
the Tanjung Aru PLTD tank level were used to determine the
calculation of the tank level setpoint, the fuel receipt data is
displayed in the following table:

TABLE V
TABLE OF RECEIPT AND USE OF HSD PLTD TANJUNG ARU

No Date
Reception

(Liters)
DO

Number

Usage
Per Day
(Liters)

HSD
balance
(Liters)

1 06-Mar-24 10,000 8105646471 880 27,500
2 07-Mar-24 920 26,580
3 08-Mar-24 910 25,670
4 09-Mar-24 910 24,760
5 10-Mar-24 910 23,850
6 11-Mar-24 960 22,890
7 12-Mar-24 960 21,930
8 13-Mar-24 1,100 20,830
9 14-Mar-24 950 19,880
10 15-Mar-24 950 18,930
11 16-Mar-24 900 18,030
12 17-Mar-24 850 17,180
13 18-Mar-24 880 16,300
14 19-Mar-24 950 15,350
15 20-Mar-24 940 14,410
16 21-Mar-24 10,000 8105646472 940 23,180

The table above shows that the duration of fuel stock
replenishment occurs with a duration of 15 days, the number
of days is the duration of the time to use PV diesel energy
consumption. From the table, the usage data is used as a
conversion reference for the reduction of the level of the
Tanjung Aru PLTD fuel storage tank, the conversion of the
data is shown in the table below:

TABLE VI
TANK LEVEL CONVERSION DATA FOR VSD INVERTER OPERATION

REFERENCE

Data Value Unit

Tank Maximum Capacity 22.074 Litre

Average Value of HSD Usage Per Day 950,67 Litre

Tank Height 3,060 Meter

Tank Drop Per Day 0,132 Meter

Energy Counting Duration Conversion Data

Tank Drop Per 15 Days 1,977 Meter

Tank Level After Use 1,083 Meter

Data for Control Reference

5 Intervals Per Setpoint 0,395 Meter

From the data of table VI, the setpoint interval is the tank
level with a change value of every 0.395 meters. The operating
data of the VSD solar panel inverter system adjusting the tank
level is shown in the table below:
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TABLE VII
Setpoint AND CONTROL LOGIC OF VSD INVERTER

VSD Input

Frequency

Tank

Level
Unit

Control

Logic

Level Drop

Duration

30 Hz 1,48 meter x ≤ 1.48 3 Days

35 Hz 1,87 meter 1.48 < x ≤ 1.87 3 Days

40 Hz 2,27 meter 1.87 < x ≤ 2.27 3 Days

45 Hz 2,66 meter 2.27 < x ≤ 2.66 3 Days

50 Hz 3,06 meter 2.66 < x ≤ 3.06 3 Days

Implementation of control strategies Inverter the VSD for
the circulation pump motor operation regulator is shown in the
following table:

TABLE VIII
MOTOR Output DATA OF 3 PHASE CIRCULATION PUMP WITH VSD

INVERTER CONTROL

Output Frequency Output

50 45 40 35 30

Voltage (V) 413,9 414,2 413,9 413,9 414,0

THD V (%) 27,59 27,52 27,44 27,49 27,53

Current (A) 12,24 10,18 9,105 8,959 9,841

THD I (%) 2,44 2,93 3,73 3,94 3,96

Power Motor (kW) 6,986 5,083 3,716 2,633 1,768

Total Power (kW) 7,188 5,234 3,862 2,775 1,931

Motor Speed (rad/s) 151,40 137,30 123,40 109,10 93,47

Torque (Nm) 44,25 35,50 28,10 21,80 17,43

Power Out (mech) 6,699 4,874 3,468 2,378 1,629

Efficiency (%) 93,20 93,13 89,80 85,72 84,39

In the table above, variations are displayed Inverter Output
for the load of the induction motor of the 3-phase circulation
pump, the THD value at the frequency of 25Hz exceeds the
standard limit of the IEEE519.

TABLE IX
ENERGY CONSUMPTION TO CONTROL VSD SOLAR PANEL INVERTER

VSD Input
Frequency

(Hz)

Tank
Level

(Meter)

Duration
(Day)

Daily
Electricity

(kWh)

Total
Losses
(kW)

Total
Energy
(kWh)

30 1,48 3 1,76 0,163 5,79
35 1,87 3 2,63 0,142 8,32
40 2,27 3 3,71 0,146 11,58
45 2,66 3 5,08 0,151 15,70
50 3,06 3 7,18 0,202 21,56

From table IX, it is shown that the total electrical energy
requirement to operate the B40 biodiesel circulation pump
motor with control Inverter VSD adjusts the tank level for
15 days requires 62.97 kWh of electrical energy. As for the

control system Inverter without VSD control for 15 days, i.e.
at full speed operation of 107.82 kWh. From this data, energy
efficiency can be calculated with control Inverter VSD adjusted
conditions by 41.6%. This data shows that the potential for
operation control using VSD will be greater if Plant which is
controlled is larger than the Tanjung Aru PLTD.

V. CONCLUSION

The need for solar PV as a replacement for the energy
supply of motor operation with a capacity of 7.5 kW for the
circulation pump of the B40 biodiesel fuel storage tank is
119 modules with a configuration of 8 series modules and 15
parallel modules. Data on March 27, 2023, at 13:00WITA-
14:00WITA (Circulation Operating Hours), with an irradiance
exposure of 172 W/ m2 of overcast weather conditions.

The optimal parameters to produce VSD inverter output
on solar PV are a modulation index value of 1 and a carry
frequency value of 5 KHz with the results of Irms pump motor
performance of 12.2 Ampere, Vrms 413.9 Volts, System Input
Power 7.19 kWh, Total Inverter Loss 0.20 kWh, THDi 2.4%,
Pout 6.57, kW Input Power and Motor Efficiency 91.40%.
VSD Inverter Performance has an output value that complies
with IEEE standards for THD Maximum 5%.
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Abstract—For the last decennium, smart home systems have
been integrated to provide a better living experience for the
human’s day-to-day activities using, smart sensors, smartphones,
smart devices, and computers. Globally, interaction and commu-
nication with the existing voice assistants like Alexa®, Google
Nest®, and Siri® are available only in English, German, French,
Italian, Spanish, Portuguese, Japanese, and Hindi. In Mauritius,
Amazon Alexa®, Google Nest®, and Siri® are available in
English and French language which most people especially
seniors have trouble using as they require more training to use
these voice assistants. Despite all the impeccable technological
advancement in the field of voice assistant, there is still a
lack of age-related technology development that could cater to
vulnerable people such as seniors and disabled people. Design
considerations could include age-related design emphasising the
section of the house where the seniors spend most of their time,
which is the kitchen. Therefore, this paper presents the design
and development of a voice control system named Eddy, devised
to control any connected kitchen appliances using the Mauritian
Creole language. The main objective of this conceptual design
was to establish a voice recognition system that could be used by
Mauritian seniors where executable voice commands are fed to an
Arduino microcontroller and display the recent command using
an LCD and voiceover feedback in Mauritian Creole language
The smart system is comprised of an Arduino ATmega2560
microcontroller, TIP120 transistor, Micro SD card, I2C LCD
16x2 & 20x4, 8 Ohm speakers, 8-channel relay, EasyVR 3 voice
recognition module, and Dupont wires.

Index Terms—Home Automation System, IoT, Kitchen, Mau-
ritius, Seniors, Smart Devices, Smart Technology

I. INTRODUCTION

Technology [1] is the application of knowledge to achieve a
task and a framework to comprehend and address a problem.
Furthermore, it is stated that smart home technology is re-
ferred to as the integration of home-based technology [2] and
services for a better living experience [3]. Commonly, smart
homes are equipped with advanced automatic systems with
various pre-programmed functions and tasks such as lighting
[4], temperature control [5], multi-media, window and door
operations [6], and many more. Furthermore, smart home has
been a progressive hub for inclusive technology corporate like
Amazon®, Google® and Apple®. By 2030, the global smart

home market is anticipated to reach USD 537.01 Billion, with
an annual growth rate of 27.07% from 2023-2030 [7]. The
smart home systems in the market include smart rooms [8],
energy-saving [9], security systems [10], home monitoring
and controlling, and smart healthcare systems [11]. Usually,
most smart home systems make use of wireless technology
(WIFI and Bluetooth) as a means of communication between
the controllers and the receivers. Where users can control
any smart devices remotely via, smartphones, voice assistant
devices, and computers [12]. Today, with the introduction of
Google Home Nest® and Amazon Echo®, voice-controlled
smart home systems have become the latest trend in this field
[13]. These devices can be programmed to control several
eligible smart devices using themselves as a home automation
system [14]. These devices can be improved by the users
by simply installing preferred ”skills” (additional functionality
developed by third-party vendors, in other settings more com-
monly called apps such as weather programs, maps, games,
audio features, and many more) [15]. Additionally, the perk
of using voice assistant devices is to decrease the use of
smartphones, reduce one’s walking fatigue, and control any
connected smart devices via voice-over [9]. However, despite
all the impeccable technological advancements in the field of
voice assistant, there is still a lack of age-related technology
development that could cater to vulnerable people such as
seniors and disabled people. Design considerations could
include age-related challenges, emphasizing a section of the
house where the seniors spend most of their time, which is the
kitchen, and the kitchen is known to be the most hazardous
place in the house. Therefore, this paper aims to design and
development of a smart kitchen voice assistant device (Eddy)
which is devised to control any connected kitchen appliances
using Mauritian Creole voice commands. The presented paper
is organized as follows. Section II discusses the previous works
related to smart home automation. Section III presents system
design. Section IV provides the results and discussion of the
system and section V provides the conclusion & highlights
some future work.

979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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II. LITERATURE REVIEW

Azhiimah, et al. [16] reviewed papers based on voice
recognition and Arduino-based work, to ascertain their com-
monalities and discrepancies. They found that to execute a
voice command successfully, it is essential to use a voice
recognition module, and the pre-eminent device to achieve
this task would be the easy VR 3 commander, this device
has a storage capacity of 256 recordings where 7 commands
can be used simultaneously. Furthermore, Habiba, et al. [17]
developed a system called a “third hand” which is an integrated
system to facilitate older and disabled persons with a self-
regulated system that is fully operational using voice com-
mands and with a GPS tracking system that can determine the
exact location of the concerned person while traveling alone.
There are two core parts in the self-regulated system, namely
the transmitter and the receiver. In this phase of the home
automation system, 2 Arduino mega 2560 boards are used
where one is connected to the transmitter and the other to the
receiver. To allow data sharing between the transmitter and the
receiver, a wireless connection is used, precisely 2 Bluetooth
HC-05 modules are used in the 2 cores. To convert this system
into a voice recognition system, an Easy VR voice recognition
module is installed in the transmitter section. Furthermore,
Dekate, et al. [18] proposed an adaptive smart system that
used voice recognition software to operate, the voice recogni-
tion module in this proposed structure constantly waited for
the wake word, and as soon as the wake word was heard,
the system was ready to listen for the input command and
compared it to the already stored information in the grammar
library. Additionally, the system also provided voice history
follow-ups, where it will identify the sequence of which the
questions were asked and provide predictions upon future
similar questions raised. Rani, et al. [19], designed a voice
recognition system using human (natural) language to remove
the tedious process of clicking through various application
screens to control home appliances. They aimed to provide
the easiest and most efficient way to interact with home
appliances by simplifying voice commands in human (natural)
language. Besides, Chowdhury & Sultana, [20], designed a
voice recognition home base automation system that construed
human voice commands (Bengali language) to control the
electrical appliances wirelessly. Additionally, since the target
audience was the disabled and the senior citizens of Bengali,
Chowdhury & Sultana, [20] considered 6 different commands
to control 3 individual home appliances that are connected
to the design system. In this proposal, for safety reasons, the
system will authorise only 4 people to communicate with it,
where the command will be loaded via the easy VR voice
recording device.

III. SYSTEM DESIGN

The main objective of this conceptual design (fig. 1) was
to establish a voice recognition system (using the Mauritian
Creole language) that could be used by Mauritian seniors
where executable voice commands are fed to an Arduino
microcontroller and display the recent command using an LCD

and voiceover feedback in Mauritian Creole language (using
pre-compiled of human-generated speech elements including
syllables, words, and phrases). The smart system is comprised
of an Arduino ATmega2560 microcontroller, TIP120 transis-
tor, Micro SD card, I2C LCD 16x2 & 20x4, 8 Ohm speakers,
8-channel relay, EasyVR 3 voice recognition module, and
Dupont wires. The 8-channel relay is used to link the non-
smart appliances to the Arduino microcontroller, the EasyVR
3 voice recognition module is used to send voice commands
to the Arduino, and the I2C LCD 16x2 & 20x4 are used
to display the output result of each executable command
given by the user, and the micro-SD card module is used
to store the voiceover feedback that will be played through
speakers. Additionally, the name for the smart voice assistant
is Eddy, this name is chosen since it is widely known by the
Mauritians. The Eddy voice assistant continuously waits for
the wake word, for this instant, it is Eddy. As soon as the
Eddy wake work is heard, the Eddy smart system will light
blue, which will indicate that the system is active and will
also display “Eddy pe acute” which means Eddy is listening,
allowing enough time for the seniors to provide the second
section of the command which is switching on/off of the
connected devices. Upon switching on command, the Eddy
smart system will light green, notifying the user that the
system is waiting for a switching-on command, the system
will also display “Ki up alime?” which means what to switch
on in Mauritian Creole language. On the other hand, if the
user gives a switch-off command, the smart system will light
red, indicating to the user that the system is waiting for
a switching-off command and will display “Ki up tengn?”
which means what to switch off in Mauritian Creole language.
Immediately when the second part of the command is heard,
the voice recognition device will send the information to the
microcontroller to process the information. This information
will be compared to the human-generated library, and if a
match is found, the associated execution will be carried out.
Upon successful execution, the system will notify the current
process via the LCD and voice feedback.

Fig. 1. The Conceptual Framework of the Voice Recognition System.
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The Eddy smart system is designed to switch on/off the
lights, the microwave, and the rice cooker using 6 pre-
defined Mauritian grammars (the system has been trained
using vr sample train on Arduino IDE). Table I shows the
name under which the commands are saved in the Arduino
library.The second column shows the command names in the
Mauritian language (Mauritian Creole dictionary Carpooran,
2011) and the third column shows the English version.

TABLE I
THE VOICE COMMANDS IN MAURITIAN CREOLE AND ENGLISH

LANGUAGE

Number Command Name in
Mauritian Language

Meaning

1 Alim Lalimier Switch on the Lights
2 Tengn Lalimier Switch off the Lights
3 Alim Mikro ond Switch on the Microwave
4 Tengn Mikro ond Switch off the Microwave
5 Alim Rice Cooker Switch on the Rice-Cooker
6 Tengn Rice Cooker Switch off the Rice-Cooker

A. Switching on/off the lights/microwave/rice cooker

As soon as the system has identified the switching on
command of a connected appliance, the Arduino will process
the following (fig. 2); It will first notify the user that the
Eddy smart system is waiting for a switching on command
For example, if the user says lights, the system will send the
corresponding signal to the relay, where the PIN 7 on the
Arduino microcontroller is identified as lights and connected
to PIN 7 on the 8-channel relay. The microcontroller will send
5 V power to the relay, creating a full circuit and eventually
switching on the lights. Similarly, to switch on the other 2
devices the user will have to repeat the same procedure with
different end commands.

On the other hand, if the user wants to switch off any of
the connected devices, the user must provide the switching
off command (fig. 3). If the system detects the switching off
command, the system will light red, indicating to the user
that the system is waiting for a switching off command and
is currently waiting for the last part of the command. For
example, if the user says lights, a 0 V signal will be sent
to the relay PIN 7 to open the circuit creating an incomplete
circuit. Once the lights are switched off, the system will notify
the user via the LCD “lalimier finn tengn” which means the
lights are switched off in Mauritian Creole language as well
as providing voice-over feedback. Hereafter, the system will
go back to idle mode and will wait for the next command.

Fig. 2. The Codes Written in Arduino IDE to Switch on the Lights.

Fig. 3. The Codes Written in Arduino IDE to Switch off the Lights.

IV. RESULT AND DISCUSSION

This section of the research shows the results obtained
from the different tests carried out by 10 participants 6
females and 4 males. The test was carried out, to obtain
the accurateness, adeptness, and preciseness of the Arduino-
based Eddy smart system and its mobile application where
further refinement could be done upon the results obtained.
Several tests like switching on/off the kitchen appliances via
Mauritian Creole voice command assessment were carried out.
All the assessments were carried out in 10 trials each to ensure
that the system is effective and understandable where good
communication could be established between the user and
the Eddy smart system. Additionally, all the recordings were
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carried out in a silent environment around 0 – 70 dB (the
sound level was recorded using a sound level meter)

A. Eddy Wake Word Assessment

All the participants were called into the kitchen to test the
sensitivity of the microphone and the accuracy of the recorded
data added to the Eddy smart system’s library from a distance
of 1-5 metres from the microphone. The participants had to
say “Eddy” the wake word, to grab the attention of the system,
and normally if the user has successfully awoken the system,
the user shall say the next part of the request for example
“Alim lalimier” which means switch on the lights. Figure 4
shows, Eddy the smart system with a green light on, which
means Eddy is listening as soon as the wake word is heard.
Following this, the user has 30 seconds to give the second part
of the command, and after that, the Eddy system will go back
to sleep mode until another wake-word request is heard. This
sleep mode is added in case the user, unintentionally woke the
system. Additionally, the Eddy system works as such, the user
will have to say the wake word, then wait for one second then
say the following command either switch on or switch off,
“alim” or “tengn”, then the user will have to wait for another
one second then the user can say which device to switch on or
off. If the user says the sentence in one go, the Eddy system
will be unable to achieve what the user requested. This time
delay is added so that there is better communication between
the user and the system by providing enough time for the users
to formulate their requests.

Fig. 4. Eddy Smart System in Listening Mode.

During this assessment participants were requested to wake
the Eddy system in a silent environment (0-70 dB), 64% of the
participants successfully woke the Eddy system from a range
of 1-5 metres away from the microphone. However, 36% of the
participants were unable to achieve the given assessment due
to the users being unable to pronounce the wake word properly
or speaking too fast as well as the difference in pitch and tone
resulting in no detection by the Eddy system. Additionally,
another assessment was carried out where participants were
requested to wake the Eddy system in a noisy environment
(70 –90 dB), only 44% of the participants were able to wake
up the Eddy smart system in the noisy environment (including

background noise around 77-88 dB and fan noise around 73-
83 dB) while 56% of the participants failed to achieve the
same. This was due to the different signals the Eddy system
is receiving thus, making it difficult to decipher the wake
word. During the training voice training/recording session of
the Eddy session, it was carried out in a silent environment,
thus, when in a noisy background, the system has difficulties
hearing the wake word.

B. Switching on/off Indicator

During this assessment the participants were asked to pro-
nounce the word “alim” which means switch on, this is the
second phase of any command that the Eddy system waits for
after hearing the wake word. Figure 5 shows the Eddy system
detected the “alim” word. Additionally, after the system has
detected the word “alim”, it will light up blue indicating the
“alim” word is heard. Also, it will display “ki pu alime” which
means what to switch on. On average, 56% of the participants
were able to successfully call the “Alim” command during
their 3 given assessments while 44% failed to achieve same
due to the noisy background, different pitch and loudness,
making the Eddy system difficult to understand the command.

Fig. 5. Eddy System Detected the “Alim” Command.

On the other hand, after the Eddy system is awakened and
the next detected word is “tengn”, which means switch off a
red light will be switched as an indicator to notify the user
that the command “tengn” is heard and is waiting on the next
command in the line (fig 6). Meanwhile, the Eddy system will
display “Ki pu tengn” which means what to switch off in the
Mauritian Creole language. On average 58% of the participants
were able to call the given command “tengn” while 42% of the
participants failed to achieve same during their 3 assessments.
This was due to the system was unable to detect the command
due to convolutional noise and different pitch and distance
from which the user is standing from the microphone.
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Fig. 6. Eddy System Detected the “Tengn” Command.

C. Switching on/off the lights via voice command assessment

During this assessment, the participants were requested to
switch on/off the lights using the proper voice command.
The assessment was carried out in three sections, where
assessment 1 shows the participants at one meter away from
the microphone, assessment 2 the participants were at the
same distance but in a noisy background, and assessment
3 the participants were at different distances from the
microphone. During assessment 1, 73 % of the participants
were able to switch on/off the lights using the voice command
“Eddy, Alim Lalimier” and” Eddy, Tengn Lalimier”. The low
percentage success of this assessment was due to the system
adapting to the user’s voice (pitch, loudness, and tone). On
the other hand, 27 % of the participants (10 trials each) failed
to use the commands due to the inability to wake the system
using the wake word & having trouble understanding the
command and talking too fast creating confusion in the Eddy
system. During assessment 2, only 44% of the participants
successfully switched on/off the lights using voice commands
while 56% failed to achieve the same. This was due to the
inability to carefully pronounce the command properly, high
voice pitch creating confusion in the Eddy system, talking too
fast right after waking Eddy thus, it was unable to understand
the command properly, and the participants tended to create
their command line that does not exist in the Eddy library,
therefore, leaving the system confused after waking up. In
assessment 3, participants 1 & 2 were asked to stand at two
meters from the microphone, participants 3 & 4 at three
meters, participants 5 & 6 at 4 four meters, participants 7 & 8
at five meters, and participants 9 & 10 at six meters. Each of
them was asked to carry out the same assessment, which was
to switch on/off the lights using the provided voice command.
61% of the participants successfully achieved the tasks while
39% of the participants were unable to achieve the same, this
was due to participants 5,7,9 and 10 being too far away from
the microphone, therefore, it was troublesome for the Eddy
smart system to identify properly the voice command.

D. Switching on/off the microwave via voice command assess-
ment

During this assessment, the participants were requested
to switch on/off the microwave using the provided voice
command. The assessment was executed in three sections,
where assessment 1 shows the participants at one meter
away from the microphone, in assessment 2 the participants
were at the same distance but in a noisy background, and
assessment 3 the participants were at different distances from
the microphone. During assessment 1, the participants were
asked to switch on/off the microwave using the following
commands “Eddy, Alim Mikro Ond”, “Eddy, Tengn Mikro
Ond”. Since the command was in the participant’s native
language, 77% of them were able to achieve the assessment
during their given trials whereas 23% of the participants
failed to achieve the same, this was due to the participants
being unable to pronounce the mikro-ond word properly thus,
leading to error command request. During assessment 2, only
40% of the participants achieved the given commands while
60% failed to achieve the same. This was due to, the noisy
interference (conversational background noise around 77-88
dB) creating confusion after waking the system, participants
were using their command request, and participants number 5
and 7 were wrongly pronouncing the word “mikro-ond word”.
In assessment 3, participants 1 & 2 were asked to stand at
two meters from the microphone, participants 3 & 4 at three
meters, participants 5 & 6 at four meters, participants 7 &
8 at five meters, and participants 9 & 10 at six meters. 67%
of the participants were able to switch on/off the microwave
properly using the voice command whereas 33% of the
participants were unable to achieve the same due to nonlinear
distortion. Participants 7,8,9 and 10 had difficulties waking
the system and using the proper command line due to the
distance constraint.

E. Switching on/off the rice cooker via voice command as-
sessment

The participants were requested to switch on/off the rice
cooker using the Mauritian Creole voice command. The as-
sessment was executed in three assessments, where assessment
1 shows the participants at 1 meter away from the microphone,
in assessment 2 the participants were at the same distance but
in a noisy background, and assessment 3 the participants were
at different distances from the microphone. During assessment
1, 86% of the participants were able to switch on/off the rice
cooker properly respective to their given trials, the reason
behind such great success was due to the familiarity with
the wording, “Eddy, Alim Rice Cooker”, “Eddy, Tengn Rice
Cooker”. Although 14% of the participants failed to achieve
the same task due to convolutional noise (77-88 dB) & mis-
pronunciation of the wake word, and participant number 4 was
speaking fast, right after waking up Eddy, where there should
have been 1-second intermediate leading to an unresponsive
command request. The same task was carried out in a noisy
background to see whether the system was able to understand
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the participants in assessment 2. 43% of the participants were
able to achieve the voice command requests in their respective
trials and 47% of the participants were unable to achieve the
same. However, since the EasyVR 3 is trained to work in
a quiet environment (0 – 70 dB) and the library recorded
was in a quiet space, the noisy background situation (80 - 90
dB) created confusion in the Eddy system leading to an error
command request. In assessment 3 participants 1 & 2 were
asked to stand at two meters from the microphone, participants
3 & 4 at three meters, participants 5 & 6 at four meters,
participants 7 & 8 at five meters, and participants 9 & 10
at six meters. 65% of the participants successfully achieved
the given voice commands and 35% of the participants failed
to achieve the same due to nonlinear distortion. Participants
number 8 and 10 had worries waking the system respective to
the distance they were from the microphone.

F. The second phase of the voice command assessments

During the previous assessment sessions of the switching
on/off of the connected devices using Mauritian Creole lan-
guage voice commands in the particular 3 conditions (silent
environment 0 – 70 dB, noisy environment 70 – 90 dB, and
several distances from the microphone 2 – 6 m). The following
issues were acknowledged that contributed to a low percentage
of success that need to be addressed subsequently:

• Participants were speaking too fast one trial after another.
• Participants creating their voice command lines.
• Conversational noise around 77–88 dB.
• Fan noise around 73–83 dB.
• Background noise around 80–90 dB.
• Voice not detected due to distance constraint.

Therefore, the following solutions were adopted to address the
above-mentioned issues:

• Re-training of the Eddy smart system while the partici-
pants speak faster than the previous recording and adding
a voice-over feedback reply after each spoken word so
that the participants will be aware of when to speak
another part of the command.

• Practicing the given Mauritian Creole voice command
using the EasyVR 3 training system.

• Recording the participants’ voice command in various
environment settings, including background noise ranging
from 70–90 dB, so that the system can detect the voice
of the participants irrespective of the level of background
noise.

• Participants were requested to re-record their voice com-
mands at several distances (1–6 m) from the microphone
for the system to detect their voice regardless of the
distance they stand.

Following the adjustments and re-recording sessions, the par-
ticipants were requested to test the system once again with
the new amended version of the voice commands. Table II
shows the average success rate percentage (silent environ-
ment, noisy environment, and different distances from the
microphone) obtained from each voice command provided

by the Eddy smart system. The amended voice commands
brought empirical changes to the results where most of the
assessments reached a 100% success rate and the system’s
voice sensitivity was significantly enhanced. Furthermore, the
voice-over feedback during each spoken word contributed im-
mensely to the understanding of the participants to speak one
word at a given time, leading to executable voice commands.
The additional voice practices have also contributed to this
success rate due to the participants were pronouncing each
word carefully and precisely. Additionally, since each of the
commands was recorded in a noisy background as well (70
-90 dB) this has led to a more comprehensive system, where
the system can understand the participants irrespective of
any background noise generated. Also, the recording of the
participants at several distances has led to a higher success
rate due to the system is now able to identify the participants’
voices and the intended command

TABLE II
INITIAL AND SUBSEQUENT SUCCESS RATE PERCENTAGE OF MAURITIAN

CREOLE VOICE COMMANDS

No. Voice Command Name
(Mauritian Language)

Initial
Success

Rate (%)

Subsequent
Success

Rate (%)
1 Alim Lalimier 57 100
2 Tengn Lalimier 61 100
3 Alim Mikro ond 60 99
4 Tengn Mikro ond 63 100
5 Alim Rice Cooker 65 100
6 Tengn Rice Cooker 65 100

Besides, to determine whether the Eddy smart system using
is more adaptable to the Mauritian seniors, the ten participants
were requested to perform the same tasks using English
voice commands, spoken to the Amazon Alexa® and the
Google Nest® voice assistants. Table III shows the success
rate percentage using Amazon Alexa® and Google Nest®
voice assistants. The results provided empirical evidence that
the participants were more comfortable with the Mauritian
Creole voice assistant setting than the English version. This
shows that the Eddy system will be more convenient to use
compared to Amazon Alexa® and Google Nest®. Given that
the participants are more comfortable around their native
language, this resulted in a better comprehension between the
participants and the Eddy system.

Another assessment was carried out to test whether the
Eddy system is more convenient to use compared to Amazon
Alexa® and Google Nest®. this assessment was carried out
to perform the same task as in the previous section, only this
time it was in the French language, where the participants were
requested to speak the given commands in French language.

Table IV provides empirical evidence that the participants
were more comfortable with the Mauritian Creole language as
the success rate for this French voice command assessment
is relatively low compared to the Mauritian Creole voice
command assessment. This also deduced that the participants
would choose to control their kitchen appliances using Mau-
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TABLE III
VOICE COMMANDS IN ENGLISH LANGUAGE USING THE AMAZON

ALEXA® AND GOOGLE NEST® VOICE ASSISTANT

Voice Command Names Success
Rate

Percentage
Using Alexa

(%)

Average
Success

Rate
Percentage

Using
Google Nest

(%)
Switch on the Lights 30 30
Switch off the Lights 32 31

Switch on the Microwave 35 36
Switch off the Microwave 32 35
Switch on the Rice Cooker 37 38
Switch off the Rice Cooker 35 37

ritian voice commands rather than English or French voice
commands.

TABLE IV
VOICE COMMANDS IN FRENCH LANGUAGE USING THE AMAZON

ALEXA® AND GOOGLE NEST® VOICE ASSISTANT

Voice Command names Average success rate
average percentage using
Alexa® (%)

Average success
rate percentage
using Google
Nest® (%)

Switch on the lights 38 39
Switch off the lights 35 38

Switch on the microwave 37 35
Switch off the microwave 37 37
Switch on the rice cooker 40 39
Switch off the rice cooker 39 39

V. CONCLUSION

Through the contemporary development of technology in
smart devices, they can offer a broad spectrum of assistance
to people specially seniors and disabled people if designed
according to the user’s necessities. In Mauritius, there have
been no such age-related smart device developments that are
engineered to work hand-in-hand with the seniors’ activities of
daily living. This paper has presented the design and develop-
ment of a smart voice assistant (Eddy) that uses the Mauritian
Creole language for communication. The Eddy system pro-
vided the control of any connected kitchen appliances using
Mauritian Creole voice commands. In addition, the Eddy smart
system was tested by 10 participants whereby, results have
shown its level of adaptation, effectiveness & practicability of
the system. Furthermore, to validate the system’s operability,
it was tested against the existing voice assistants Amazon
Alexa® and Google Nest®. Where the tests comprised of
the switching on/off of connected devices using English and
French language. Conclusively, the success rate was low com-
pared to the success rate of the Eddy system thus, showing that
the Mauritian seniors are more comfortable around a device
that comprehends the Mauritian Creole language. However, the
Eddy system has room for improvement and if enhanced, it
can help the seniors immeasurably during their time in the
kitchen. The Eddy system provided only display feedback

for each spoken/detected word, to ensure that the seniors are
well aware of the recent command detection, sound feedback
could be added. In this manner, even if the user is far away
from Eddy, the user will still be apprised of the recent voice
command detection. Another improvement of the system, it
could also provide the switch on/off the devices using a mobile
application, where users could use their smartphones or tablets
to switch on/off the connected appliance remotely, providing
more possibilities for seniors to control their devices.
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Abstract—This study investigates the effects of data balancing
on Support Vector Machine and Random Forest classification.
Unbalanced Typhonium Flagelliforme Lodd plant data were used
in this study which balanced by SMOTE, then classifying with
Random Forest and Support Vector Machine by sigmoid and
RBF kernels on both imbalanced and balanced data. Support
Vector Machine struggled to identify the minority class in both
scenarios with precision, recall, and F1-score were poor, but
accuracy was good. On balanced data, however, Random Forest
performed somewhat worse in terms of performance indicators,
but still did a great job of identifying the minority class.
Meanwhile it had little effect on Support Vector Machine. We
conclude that Random Forest performs better when classifying
unbalanced data, particularly when identifying minority class
despite concerns about overfitting. Meanwhile, Support Vector
Machines is not suitable for classification on this dataset.

Index Terms—Imbalanced Data, Support Vector Machine, Ran-
dom Forest, SMOTE, Typhonium Flagelliforme Lodd plant data

I. INTRODUCTION

Imbalanced data is a significant challenge in machine learn-
ing, affecting classification training and potentially leading to
biased results towards the majority class [1], [2]. Typhonium
Flagelliforme Lodd plant data is imbalanced data that has been
extensively researched by [3], [4], [5], [6]. Figure 1 illustrates
that the majority class has 663228 data points, whilst the
minority class has just 9830 data points.

Support Vector Machines (SVM) and Random Forest (RF)
are widely used classification algorithms for dealing with
imbalanced data, focusing on finding the optimal separating
hyperplane and do classifications or predictions [7], although
they usually struggled with imbalanced data. Additionally, the
SMOTE is a widely used method that generates syntethic data

points to balance the dataset, improving model performance
on minority classes.

Fig. 1. The Typhonium Flagelliforme Lodd imbalanced dataset.

SMOTE approach is frequently used to deal with im-
balanced data in order to have balanced data so that the
classification results would be better [8], [9], [10].

II. LITERATUR REVIEW

Support Vector Machine is a powerful classification algo-
rithm for handling high-dimensional, non-linear data, offering
advantages like large feature handling, non-linear decision
boundaries, and preventing overfitting [7]. However it has
disadvantages, like long computational time and performance
can be influenced by parameter settings [11].

Random Forest is an ensemble algorithm that uses decision
trees to enhance classification accuracy, efficiently handling
large datasets with features, and preventing overfitting [12].
However, it requires long computational time and is less
accurate for complex text classification [11].979-8-3315-1921-6/24/$31.00 ©2024 IEEE

16 



SMOTE is a method used to address imbalanced data by
generating synthetic samples from minority classes. It reduces
overfitting by increasing the number of samples in the minority
class, replicates existing samples, and increases classification
accuracy [13], [14], [15]. However, it may be less efficient
on datasets with many features and its computing time can
be influenced by the algorithm used to find nearest neighbors
[13].

III. METHODOLOGY

The research method for assessing the impact of data
balancing using SMOTE on Support Vector Machine and
Random Forest classification for unbalanced data is shown
in Figure 2.

The first step is to load the dataset as shown in Figure
3 and then perform preprocessing by deleting the columns
”NamaSenyawa” and ”RumusSenyawa” as the columns are
object-type. After that, the Support Vector Machine methods
(RBF and sigmoid kernels) and Random Forest methods are
classifying for imbalanced data, then compared to balancing
data using the SMOTE method, and then classifying with the
same method, and the results are compared and evaluated. The
diagram of balanced data is shown in Figure 4

Fig. 2. Research Method

Fig. 3. The Typhonium Flagelliforme Lodd complete dataset [16], [17]

Fig. 4. The Typhonium Flagelliforme Lodd balanced dataset by SMOTE

In Figure 4 default parameters are used for both Support
Vector Machine and Random Forest. It is for evaluating the
default parameters too, is it good enough or not in this case.

IV. RESULTS AND DISCUSSIONS

Support Vector Machine (SVM) with Sigmoid and RBF
kernels perform poorly in identifying minority classes on
imbalanced and balanced data. High accuracy doesn’t always
translate to good model performance, as Precision, Recall, and
F1-Score are very low especially on RBF kernel.

TABLE I
RESULT OF CLASSIFICATION OF SUPPORT VECTOR MACHINE AND

RANDOM FOREST

Imbalanced Data Balanced Data
SVM RF SVM RF

RBF Sigmoid RBF Sigmoid
Accuracy 0.985 0.970 0.993 0.985 0.970 0.992
Precision 0.0 0.013 0.926 0.0 0.013 0.901

Recall 0.0 0.013 0.607 0.0 0.013 0.580
F1-Score 0.0 0.013 0.733 0.0 0.013 0.706

Time (minutes) 8.456 49.817 3.8958 9.605 49.796 4.888

Support Vector Machine performed poorly or failed in iden-
tifying the minority class, achieving high accuracy but very
low precision, recall, and F1-score. Random Forest excelled
at identifying the minority class, even with a slight decrease
in performance metrics on balanced data.

Random Forest (RF), on the other hand, is superior in iden-
tifying minority classes, despite a slight decline in Precision,
Recall, and F1-Score on balanced data. Random Forest does
not perform better when the dataset is balanced using SMOTE.
Its accuracy, precision, and recall are lower compared to the
imbalanced data. This provides evidence that balancing data
using SMOTE in this case is not suitable for Random Forest,
let alone Support Vector Machine.

V. CONCLUSIONS

The study examined the impact of SMOTE data balancing
on the performance of Support Vector Machine and Random
Forest for imbalanced data classification. It used imbalanced
Typhonium Flagelliforme Lodd plant data. Data balancing
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using SMOTE significantly improved Random Forest’s com-
putational efficiency, but had minimal impact on Support Vec-
tor Machine’s effectiveness. In conclusions, Random Forest
is a more suitable classification algorithm for imbalanced
data, especially when identifying the minority class although
there are concerns about overfitting. The characteristics of the
Typhonium Flagelliforme Lodd data is not suitable for clas-
sification using Support Vector Machine especially Sigmoid
kernel, because both imbalanced and balanced data yield poor
results, including long execution times.

Since Support Vector Machine and Random Forest perform
differently with SMOTE, it would be useful to explore other
balancing techniques or further tuning of these models.
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Abstract—As VR becomes more immersive and widespread,
the fact that it collects vast amounts of personal and sensitive
data from users, have raised concerns about how this information
is managed and protected. This paper delves into the complex
landscape of VR, focusing on the collection, management, and
protection of user data. Through a systematic literature re-
view using the PRISMA framework filtered by inclusion and
exclusion criteria which are based on our research questions,
this research identifies key privacy concerns, evaluates current
security measures, and examines the ethical implications of VR
usage. Our findings reveal several critical issues: the potential
for misuse of personal data, insufficient transparency in data
handling practices, and the lack of robust security protocols
to safeguard user information. We also explore the ethical
dimensions of VR, such as the potential for manipulation of user
behavior and the responsibilities of VR companies to protect
user welfare. To address these challenges, we recommend the
development of comprehensive privacy policies, implementation
of more advanced security measures, and establishment of clear
ethical guidelines. Additionally, it is essential for VR companies
to prioritize privacy and ethic in their products. By prioritiz-
ing these aspects, VR industry can create a safer and more
trustworthy virtual environment for users which would in turn
ensure a secure and ethical future for this technology. This
paper aims to provide insights and practical recommendations
for policymakers, developers, and researchers, encouraging a
collaborative effort to enhance data privacy and ethical standards
in the rapidly evolving field of Virtual Reality.

Keywords— Virtual Reality, Data Privacy, Ethical Considera-
tions, Data Security

I. INTRODUCTION

VR (Virtual Reality) technology offers immersive experi-
ences through visual, haptic, and auditory stimulation, aiming
to transport users into virtual worlds. Although VR headsets
have been around since the 1960s, these technologies are
becoming more prevalent across several industries, including
education, gaming, and healthcare [1]. The VR market has

rapidly grown, with revenue expected to reach 100 billion
dollars in the next five years [2].

The utilization of Virtual Reality (VR) has experienced
a consistent rise in popularity, especially in recent times.
One noteworthy application of VR involves combining its
educational and gaming potential, resulting in educational
games proven to maintain or even improve student’s academic
performance [3]. According to Oberlo’s data, there has been
an increase in the percentage of US consumers engaging with
VR, rising from 16% in 2019 to 19% in 2020. Projections
suggest a sustained growth trajectory, with the VR market
anticipated to witness an annual compound growth rate of 18%
by 2028, as outlined by Grand View Research. Additionally,
Valuates Reports predicts a substantial expansion in the global
VR market, estimating its size to soar to US$ 26860 million by
2027, a significant jump from the US$ 7719.6 million recorded
in 2020 [2].

However, the existence of VR systems is a double-edged
sword. While they can bring value to certain industries and
aspects of human life, they can also collect sensitive data
such as facial movements and infrared images, raising privacy
concerns [4] [5]. By its very nature, Virtual Reality (VR)
technology can gather extensive non-verbal data, including
user movements, biometric information, and usage patterns.
Online data collection of consumer behavior has occurred for
more than two decades, and it is highly likely to continue and
expand in virtual and augmented reality advertising [6].

VR devices are outfitted with various sensors that capture
both explicit user input and non-verbal cues, which are then
utilized by the VR engine to construct the virtual environment
in response to user actions. Non-verbal data is particularly
revealing and can serve various purposes, from personalized
advertising to assessing user performance levels. However, the
lack of transparency regarding data management and machine
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learning algorithms, coupled with prolonged personal usage,
may enable companies to deduce user preferences and predict
their behavioral patterns [4] [2].

Additionally, VR introduces the possibility of virtual crimes,
which previous research has shown to evoke strong emotional
reactions akin to real-world crimes. Given the consistent and
significant expansion of VR technology and its widespread
integration, it is crucial to scrutinize any potential privacy and
security implications that may arise from its use [2] [5].

Ignorance of these emerging security risks would greatly
dampen users’ enthusiasm for using VR apps and purchasing
VR devices as well as VR services [7]. Privacy and autonomy
concerns can arise from various factors. Privacy faces various
threats, including informational privacy, physical privacy, and
associational privacy, each further subdivided. Conversely,
autonomy contends with threats to freedom, knowledge, and
authenticity. [8]. Furthermore, safeguarding our personal infor-
mation from virtual reality (VR), which continuously collects
biometric data such as eye and facial features, presents addi-
tional challenges [4].

This research will thoroughly examine how VR data col-
lection threatens user anonymity, such as our identity and
private data. This research will use a detailed method called
Systematic Literature Review (SLR) alongside the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) framework to make sure this research covers all
the existing research transparently. This research will also
look into ways to keep our data safe and discuss the ethical
implications of VR data use. This research aims to discover
how VR companies manage our personal info. Ultimately, this
research aims to help consumers understand how their privacy
and security are handled in VR.

II. RELATED WORKS

Previous research has explored basic ideas important to our
study. For example, research exploring the uses of VR to
raise privacy awareness of the users [3]. Despite its benefits,
VR presents significant risks, particularly concerning privacy,
which can be categorized into data collection, physical harm,
and manipulation of immersive experiences. This is because
VR Systems collects extensive and various data from its
users, even when it supposedly has been turned off. The data
collected includes haptic, audio, camera inputs, and sensitive
data, including facial movements and infrared images. It can
also collect data about user’s behavior and preferences. This
raises significant concerns about the potential misuse of the
data collected. [4] [6].

A. Privacy Policies

Although privacy policies that were supposed to be the
”contract” for user to agree to data collection exists, it have
been proved to be nothing but a sham for some companies
[7].In a research done by Guo et al. in 2024, they found that
out of 224 apps, 56 of them contain contradictory statements
in their privacy policies, and only 38 of them fully complied
with GDPR (General Data Protection Regulation) [7].

Although privacy policies are intended to safeguard user
data, inconsistencies and non-compliance with regulations
remain very concerning. This issue brings privacy and secu-
rity concerns, which include informational privacy (protection
against third-party access to personal data), physical privacy
(protection against sensory access to user’s body and actions),
and associational privacy (protection against access to data
about user’s social interactions) [8].

B. Authenticity Problem & How To Address It

VR also introduces the challenge of verifying user authen-
ticity, ensuring that the individual logged into the VR system
is the rightful user. Failure to establish such authenticity can
lead to issues like identity theft and defamation. Currently,
the security measures surrounding user authenticity in VR are
largely inadequate, making it relatively easy for hackers to gain
unauthorized access to a user’s VR account and impersonate
them. This could result in the misuse of the user’s account
to carry out malicious activities aimed at damaging their
reputation [2] [8].

This issue can be addressed through the implementation of
more advanced authentication methods. Companies commonly
utilize techniques such as token-based, knowledge-based, and
biometric authentication. However, relying solely on these
methods may not provide sufficient security. Token-based
authentication, for instance, can be vulnerable if a hacker gains
access to the user’s email, which is often relatively straight-
forward. While knowledge-based and biometric authentication
offers more robust security measures, they still have their
limitations [1].

Because of this, more advanced authentication methods
such as Oculock (an authentication method that uses the
eyeball, eyelids, nerves around the eye, extraocular muscles,
cells, etc. This method have a 3.55% and 4.97% error rate)
and RubikAuth (an authentication method that uses a 9-digit
pin overlay on a multicolored cube for input. Tests showed
a 98.52% failure rate for attacks, proving its effectiveness
against real-world threats) would be a better method for VR
companies to use so they can ensure user’s authenticity [9].

C. Challenges in VR: Autonomy, Anonymity, & Crime

Autonomy in VR faces threats from filter bubbles, gate-
keeping, addiction, manipulative game/apps, and governmental
regulations, potentially limiting users’ freedom of speech and
autonomy [2] [8]. Anonymity concerns also arise because
VR motion data can uniquely identify users without explicit
actions. Additionally, an adversary can reconstruct text typed
by another user by observing their avatar movements, further
eroding user anonymity [10]. A study has proven that this can
be done with an accuracy of 87.5% [2].

Another important concern is the rise of new crimes in
VR. As technology progresses, VR opens up opportunities for
illegal activities. This means that rules and regulations for VR
need to stay updated and firm. This is because even existing
crimes like bullying can happen more easily through VR. [2]
[5].
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Despite all of these issues, there are still users who aren’t
aware of these privacy issues or health issues that can be
caused by the immersive experience of VR, such as nausea
and mental health problems [11]. That’s where we can utilize
VR to increase their privacy awareness so they can know the
issues surrounding this tech. An escape room VR game that
incorporates these problems [3] [12] is a great way to increase
user’s privacy and security awareness. VR may have all of
these negative issues, but it also positively impacts some parts
of human lives.

III. METHODOLOGY

This study employed a Systematic Literature Review (SLR)
approach utilizing the PRISMA Flowchart Diagram to visual-
ize the available records or papers for referencing purposes.
The diagram precisely illustrates the number of records filtered
during the process and the final count of records used as
reference papers. Our research focuses on various topics
related to privacy, security, ethics, virtual reality, biometrics,
protection, and policies.

A search boundary was established to accomplish a sys-
tematic literature review with PRISMA. The flow of PRISMA
used in this study is shown in fig 1 The rules for this
research include the databases, search terms, and the range
of publication years. The full boundary and criteria used to
decide on the papers can be seen below in table I.

Firstly, this research utilized various databases, including
Google Scholar, ResearchGate, and IEEE. The search key-
words encompassed topics related to privacy, security, ethics,
virtual reality, biometrics, protection, and policies. From these
searches, 487 journal articles were retrieved. Secondly, this
research involved eliminating duplicate articles found in dif-
ferent databases.

Each article was manually verified to ensure full-text avail-
ability and was written in English for an international audi-
ence. As a result, the initial pool of articles was reduced to
57.

After delineating our search boundaries, the research con-
structed a flowchart diagram for the PRISMA methodology.
The inclusion criteria for the PRISMA method were research
articles written between 2015 and 2023. This was to made
sure that the articles we use for our paper are up to date and
still relevant.

Certain related papers gathered from the database search,
such as duplicates, outdated journals, and journals without
full-text availability, were filtered and excluded from this
process so we can ensure compliance with copyright law and
data relevance. As these criteria were made based on our
research questions, they allowed us to answer our research
questions with the most relevant, current data, supported by
clear, evidence-based analysis.

The final step involved reading all the filtered articles to
select the most suitable papers from the eligibility steps.
Ultimately, this research identified 30 final papers that were
used as references. These systematic reviews will assist the

authors in conducting research about privacy and security in
virtual reality and the ethics applied in VR.

Fig. 1. PRISMA Flow

TABLE I
INCLUSION AND EXCLUSION CRITERIA

Criteria
I1 Articles are written in English
I2 Articles published from 2015 - 2024
I3 Articles are related to privacy
and ethic in virtual reality

Inclusion I4 Articles are related to method on
how to protect virtual reality hardware
E1 Articles not related to virtual reality
in privacy and ethic problems

Exclusion E2 Articles published before 2015
E3 Articles with no full-text permission

IV. RESULTS AND DISCUSSION

A. RQ 1: How VR data collection poses a threat to user’s
anonymity?

The collection and use of identity and privacy information
by VR companies is a complex issue, especially when con-
sidering the potential risks to users’ autonomy and privacy [4]
[5] [6]. This particularly concerns children, who are the most
vulnerable [13].

Parents often underestimate how much VR companies col-
lect and infer data, leading to a false sense of security. This gap
in understanding can result in children inadvertently disclosing
sensitive information in immersive environments [13].

One significant area of concern is the use of eye-tracking
technology. While it enhances VR experiences by analyzing
visual attention and cognition, it also captures unique iris and
gaze patterns through near-infrared cameras. These patterns
are highly individualistic, posing a risk to users’ biometric
identity and privacies [4] [14] [15].
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Similarly, head and hand motion data present another layer
of risk. Studies have shown that users can be uniquely
identified with high accuracy using just their motion data
[2] [10] [16] [17]. This capability raises significant privacy
concerns as tracked datasets could be exploited to violate user
privacy through inferencing, physical harm, and manipulation
of immersive experiences [2] [4] [18] [17]. This becomes even
more alarming in scenarios where consent is not adequately
obtained, as was the case with Fortnite, which faced legal
consequences for such practices [18].

Moreover, the transmission of VR data over networks adds
another dimension of risk. Unauthorized interception of this
data could lead to severe breaches of user anonymity and
identity security [2] [8] [19]. While these technologies offer
highly personalized experiences, the inherent requirement for
access to personal data compromises user anonymity and poses
significant privacy risks [20].

In summary, while VR technologies have the potential to
provide deeply personalized and immersive experiences, the
associated risks to user privacy and autonomy, which are
shown in table II, cannot be overlooked. It is crucial for
VR companies to implement robust data protection measures
and ensure transparent consent practices to safeguard users’
sensitive information [2] [5].

TABLE II
THREATS POSED BY VR DATA COLLECTION

User Threat by Number
Data Collection of Papers Study Identifier

in Virtual Reality
Autonomy 3 [2] [8] [13]
Anonimity 7 [2] [8] [10] [14] [15] [19] [20]

User Profiling 6 [2] [13] [10] [16] [17] [18]

B. RQ 2:How do we protect VR devices that generate
personal data, such as eye tracking, facial, hand, and body
recognition technologies?

VR devices generate a significant amount of personal data
to enhance user experience and immersion [4] [5] [14] [15].
However, the extensive collection and transmission of this data
to companies have raised substantial privacy and security con-
cerns [4] [5] [6] [14] [15] [21]. Researches have highlighted
these issues and proposed various solutions to mitigate the
risks associated with VR data handling [1] [9] [20] [22] [23]
[24] [25] [26] [27].

One primary recommendation is data encryption in transit
and at rest. Encrypting data ensures that the information
remains inaccessible to unauthorized parties even if inter-
cepted. This approach provides a foundational level of security
crucial for protecting personal information as it travels across
networks [20].

An improved CSWC-SVM algorithm has been suggested to
further enhance cyberattack detection. This algorithm boasts
short processing times, high recognition accuracy, low false
positive rates, and reliable classification accuracy under vary-
ing conditions. Implementing such sophisticated algorithms

can significantly bolster the detection and prevention of cyber
threats in VR environments [23].

Traditional authentication methods like PINs and passwords
can be adapted into more complex forms to improve security
in VR systems. For instance, RubikAuth and OcuLock offer
advanced authentication by leveraging more intricate patterns
and human visual system behaviors. These methods enhance
security and provide a more seamless user experience [9] [22].

GaitLock, an authentication system that uses onboard IMU
sensors, is another innovative solution. It detects intruders,
prevents outlier attacks, and recognizes different legitimate
users, thereby supporting personalized services while ensuring
security. Such systems add a layer of protection by utilizing
unique biometric and behavioral patterns [24].

Additionally, watermarking techniques like the Watermark-
ing Blind Algorithm can embed biometric information invis-
ibly into an avatar’s face. This information can later be ex-
tracted and compared to ensure user authenticity [25]. Besides
that, the Input Protection Method also perturbs or abstracts
sensitive input information, preventing privacy breaches [26].

These proposed solutions are highlighted in table III and
are a multifaceted approach for enhancing VR security and
privacy. VR companies can significantly mitigate privacy risks
by adopting advanced encryption, sophisticated authentication
methods, and innovative detection algorithms. However, it
is crucial for users to stay informed about data collection
practices by carefully reading privacy policies before using
VR devices [27]. Ultimately, VR companies are responsible
for implementing these robust security measures as it is crucial
to protect their users’ data and maintain trust [2] [5].

TABLE III
METHOD TO PROTECT VIRTUAL REALITY HARDWARE

Protection of Number
Virtual Hardware of Papers Study Identifier

Device
Authentication 4 [9] [22] [24] [25]

Algorithm 3 [23] [25] [26]
Data Encryption 2 [20] [26]

C. RQ 3: How are ethics and privacy policies applied in
Virtual Reality ?

Ethics and privacy in Virtual Reality (VR) are very impor-
tant and need careful attention to keep users safe. In social VR
research, rules protect participants’ well-being, get informed
consent, and respect their rights. These basic principles help
maintain ethical standards and protect people in virtual settings
[28].

Major concerns in VR research include possible changes in
thinking, emotions, and behavior due to virtual experiences.
Users might see themselves and act differently because of their
avatars, which can have lasting effects even after they leave
the virtual world [2] [5] [29]. Using too much VR can also
cause problems, like disorienting or becoming too dependent
on virtual spaces [11]. These issues highlight the need for
careful management and ethical oversight in VR research and
use.

22 



Privacy is a big concern in VR, especially with sharing
personal data with third parties and accessing negative or
mature content [4] [5] [6]. The risk of harm from too much use
or exposure to inappropriate content means strong protective
measures are necessary [2] [5]. Unfortunately, despite privacy
policies intended to safeguard user data, many companies
have proven these policies ineffective. Inconsistencies and
non-compliance with regulations are common, which is very
concerning [7].

In summary, the ethical considerations and privacy policies
in VR research and use must be strict to protect users from
various risks. That is because ethics and privacy policies in
VR should be applied by focusing on protecting user well-
being, ensuring informed consent, and adhering to principles
that focus on respecting user’s rights, as these are the main
points of ethics in virtual reality, as shown in table . The goal
should be to minimize harm, educate everyone involved, and
safeguard personal data to create a safe and ethical VR space
[30].

TABLE IV
ETHIC IN VIRTUAL REALITY

Protection of Number
Virtual Hardware of Papers Study Identifier

Device
Welfare and Consent 3 [2] [5] [7] [28]

Concern towards customers 7 [2] [5] [11] [25] [26] [28] [29]
Principles 1 [30]

V. CONCLUSIONS AND FUTURE WORKS

Exploring data privacy and ethics in Virtual Reality (VR)
reveals significant challenges and opportunities. While VR
offers exciting experiences, it poses serious user privacy
and security risks. A systematic literature review using the
PRISMA framework found that many VR companies have
weak privacy policies and often fail to comply with regula-
tions. To address these issues, robust security systems and
comprehensive ethical guidelines are essential, focusing on
user consent, transparency, and accountability. Future efforts
should prioritize these measures to safeguard user data and
ensure responsible data handling.

Building trust with users is crucial for the growth of VR
technologies. VR companies must enhance their data privacy
practices through regular audits, advanced encryption methods,
and transparent data usage. Educating users about privacy risks
is also essential, as it creates the need for user-friendly tools
and resources. The VR industry can foster a safer and more
trustworthy environment by increasing user awareness and
promoting best practices.

Future work should focus on creating better security systems
such as encrypted data transmission protocol and clear ethical
guidelines to protect users. They also should look to how
privacy issues in virtual reality change over time and include
ideas from different fields to better understand and tackle these
challenges. This is because addressing these challenges is vital
for the sustainable development of VR, which would ensure

a secure and ethical future for this technology. By prioritizing
privacy and ethics, VR industry can grow responsibly and
build a foundation for lasting user trust and widespread use
across the world.
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Abstract—Playing video games has become a widespread
form of entertainment, raising questions about their impact on
cognitive functions such as memory and executive control. While
some studies suggest that video games can enhance cognitive
abilities, others indicate potential drawbacks, such as mental
fatigue. This study conducted a systematic literature review to
understand the impacts of video games, finding mixed results.
Previous research has shown improvements in cognitive functions
and negative effects depending on the duration and type of video
game. This research is crucial to maximising cognitive benefits
from video games while minimizing adverse effects. The study
investigates how playing video games can influence memory and
executive control by reviewing 740 articles and selecting 30 for
in-depth analysis. The results showed that some game genres, like
action games can enhance visual attention and executive controls.
Strategy games enhance critical thinking, planning, and working
memory through complex decision-making involving resource
management. Puzzle games, such as Tetris or Cut the Rope,
enhance visual-spatial processing and problem-solving skills. The
length of gameplay for ideal cognitive enhancement lasts from
thirty minutes to an hour each day, avoiding negative effects
brought on by longer play. This research highlights the potential
for video games to be used as tools for cognitive enhancement
across different age groups, emphasizing the need for balanced
and well-designed gameplay experiences.

Keywords— Game-based, Memory, Screen Time, Gamers

I. INTRODUCTION

Although video gaming is the most popular type of enter-
tainment throughout the world, with the highest recorded use
in this modern era, there is a great potential influence that
is exerted on the brain, especially on memory and executive
control. Contrastingly, there have been reports from other
studies that video games enhance cognitive functions such as
memory ability and executive control, with long sessions of
video game usage causing mental fatigue, thereby reducing
the performance of working memory. Many studies analyzing
the impact of video games on memory and executive control
reveal mixed results. Playing video games can sometimes

improve cognitive functions such as memory abilities and
executive control [1]–[4]. From a cognitive perspective, video
games have the potential to influence various brain functions,
including aspects of memory and executive control. However,
prolonged video game sessions can also cause mental fatigue
and hinder working memory performance [5]–[7]. Playing
video games can benefit brain function and structure. This can
influence the level of intelligence and increase the cognitive
abilities possessed by humans [1], [2]. These advantages
extend far beyond children and adolescents, encompassing
adults, seniors, and even individuals diagnosed with dementia
[8], [9]. Several papers are related to video game genres,
including exergaming and non-action video games. Exergam-
ing can positively affect children’s inhibition control, working
memory, and cognitive flexibility [3]. Non-action video games
can improve attention and visuospatial working memory in
young adults. However, the effectiveness is still unclear due
to the lack of a passive non-intervention control group [10].
While video games offer a range of cognitive benefits, it’s
important to strike a balance. Excessive video game use,
particularly when associated with addiction, can lead to a
decline in cognitive abilities [7].

Previous research [1], [2], [5], [11] has not provided a clear
understanding of the long-term effects of video games on
memory and executive control. The studies so far conducted
have not given any clear indication as to how video games,
in particular, cause long-term impacts related to memory and
executive control, or what genre and length of play is required
to ensure the maximum cognitive benefit. Similarly, a gap
exists in previous papers regarding the ideal video game genre
and optimal play duration to maximize cognitive benefits.
Therefore, further research is needed to understand the impact
of playing video games on memory and executive control
abilities. It is hoped that these video games can become a
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new means of improving a person’s memory and executive
control abilities.

This study used a systematic literature review (SLR) as
a methodology to answer the research questions above. A
systematic literature review aims to identify all research papers
and publications related to a topic by following PRISMA
guidelines, which provide an overview of the literature relevant
to the research topic. Papers were searched through academic
databases such as Google Scholar using relevant keywords.
Filtering was done based on inclusion and exclusion criteria,
such as papers written in English and related to video games.
Then, each paper was analyzed to ensure its relevance to the
research questions.

This study is organized as follows. Section II discussed
related works on the impacts of playing video games on
memory and executive control. Section III defined the method-
ology employed in this study. Section IV presented the result
and discussion that related to the topic. Finally, section V
summarized the conclusion of this study.

II. RELATED WORKS

Studies analyzing the impact of video games on memory
and executive control reveal mixed results. Playing video
games can sometimes improve cognitive functions such as
memory abilities and executive power. However, prolonged
video game sessions can also cause mental fatigue and hinder
working memory performance [1]–[3], [11].

A. Memory and Executive Control

One type of memory is working memory. Working memory
refers to a short-term memory process involved with online
monitoring or control of information. Performance of task is
influenced by working memory [12]. For instance, working
memory is utilized for retaining and manipulating information
on complex tasks, such as solving math problems, following
instructions, remembering your grocery list while shopping, or
engaging in conversations. It plays a crucial role in learning,
reasoning, and making decisions effectively.

Executive controls are a set of cognitive skills required to
plan, monitor, and control cognitive processes. The executive
controls comprises three closely related but distinguishable
component skills: updating, shifting, and inhibition [4]. For
instance, the executive controls is used for planning your
day, prioritizing tasks, managing time effectively, and making
decisions that align with your long-term goals. It’s essential
for staying organized, achieving goals, and navigating daily
challenges.

B. The Impacts of Playing Video Game on Memory and
Executive Control

It has both positive and negative effects on the memory
and executive control due to playing video games. On the
negative side, longer hours of playing video games increased
verbal and Stroop memory test errors, though they showed
slightly better visual memory [5]. It also reduces performance
in working memory and enhances heart rate while reducing

relaxation during rest when video games are played compared
to listening to music [6].

On the other hand, video games can have positive impacts
too. Some studies investigated that there was an improvement
in the number of correct answers of the PASAT test, response
speed, maintaining attention, and decreased mental fatigues
after playing video games [11]. Video games can also affect
a person’s brain function and structure that would increase a
person’s intelligence and cognitive abilities [1], [2].

C. Research Question

Here are the three research questions we have identified
after reviewing the relevant literature:

• RQ 1: What are the impacts of playing video game on
memory and executive control?

• RQ 2: What types of video games can improve memory
and executive control?

• RQ 3: What are the ranges of duration used in the studies
that showed the effects of playing video games?

III. METHODOLOGY

This study used a systematic literature review as a method-
ology. A systematic literature review identifies all research
papers and other publications related to a topic according
to PRISMA guidelines. The PRISMA guide provides an
overview of the literature relevant to this research topic. The
PRISMA flow diagram of this research is shown in fig. 1.

Fig. 1. PRISMA Flow Diagram

Identification involves specifying and searching for relevant
keywords to the research question. Keywords used included
’video game’, ’memory’, and ’executive control’ using avail-
able databases such as Google Scholar. A general search result
of 740 articles resulted from a preliminary search. During
the Screening stage, the titles and abstracts of the articles
were reviewed to exclude those studies which did not comply
exactly with the research objectives set out. This screening

26 



isolated only the articles that more precisely corresponded to
the focus of this study, hence further reducing the number
of articles for review. The remaining articles then underwent
a full-text review to determine whether they really met all
the inclusion and exclusion criteria. Inclusion included articles
in the English language, published between the years 2019-
2024, and focused on video game activities involving memory
and executive control, whereas non-qualifying articles were
excluded from further analysis. Included, in the final stage,
were 30 articles that passed every criterion. The inclusion and
exclusion criteria to filter the paper are described in Table
I. These were selected for in-depth analysis and comparison.
These will comprehensively address the research questions
regarding the effects of video games on memory and executive
control.

After collecting relevant papers, the authors will read and
analyze the collected documents to answer the research ques-
tions. This process involves understanding the paper’s content
and taking out important findings. Then, the authors can
create meaningful conclusions that contribute to the overall
understanding of the research topic.

TABLE I
INCLUSION AND EXCLUSION CRITERIA

Criteria

Inclusion

I1 Papers related to video games
I2 Papers related to memory and executive control
I3 Papers published from 2019-2024
I4 Papers are written in English

Exclusion

E1 Papers not related to video games
E2 Papers not related to cognitive function
E3 Papers published before 2019
E4 Papers not available in full text

IV. RESULTS AND DISCUSSION

Section IV will answer the research questions by detailing
the results obtained through the applied methodology. In this
chapter, we will discuss in depth the impact of playing video
games on memory and executive control abilities, the types of
video games that can improve these abilities, and the ranges of
duration used in the studies that showed the effects of playing
games. These results will provide a more comprehensive
insight into how interaction with video games may influence
cognitive function and serve as a basis for recommendations
regarding the use of video games in various fields.

A. RQ 1: What are the impacts of playing video game on
memory and executive control

Based on the data gathered and analyzed, it can be con-
cluded that video games can affect memory and executive
control abilities. The most discussed ability, which is impacted
by other works of literature, is improved executive control,
such as memory, executive control, and problem-solving. It
can also improve brain control and treatment potential and
decrease cognitive performance. The effects of video games,
summarized by the author, are shown in table II.

TABLE II
IMPACT VIDEO GAMES ON

MEMORY AND EXECUTIVE CONTROL

Impact
of Video Games

Number
of Paper

Study
Identifier

Improved Executive Control 18 [2]–[5], [11], [13]–[16]
[8], [17]–[24]

Improved Brain Function 4 [1], [10], [25], [26]
Treatment Potential 2 [9], [27]

Decreased Cognitive Performance 1 [6]

Several previous studies have stated that video games impact
exectuive control. Well-designed video games present players
with tasks and complex scenarios, fostering a problem-solving
environment where they must develop solutions to conquer
challenges and progress. Also, when playing Strategy, video
games can train players in decision-making under uncertainty
by requiring them to formulate plans based on limited infor-
mation before attempting problem-solving actions [3]. Players
then receive immediate feedback on the effectiveness of their
plans, allowing for iterative refinement through trial-and-error
learning. This continuous adaptation to increasingly complex
scenarios fosters the development of critical thinking skills
within a dynamic and challenging environment [16], [23].

Research suggests that certain types of video games, par-
ticularly action games and strategy games, may provide a
workout for the brain’s executive control system [1], [17],
[25]. Previous research has shown that playing a physics-based
puzzle game called Cut the Rope for 20 hours can improve
higher-level thinking skills. [13].This and other studies suggest
that video games could be a promising tool for training our
brains [4], [26]. This new research is exciting because it
shows that a simple handheld game can improve various skills
involved in planning, focusing, and making decisions [19],
[24], [28].

Playing video games can also improve brain function, espe-
cially in working memory, and impact a person’s intelligence
[2], [5], [29]. Video games can also improve response speed,
ability to maintain attention, and decreased mental fatigue
[10], [11]. Previous research suggests that well-designed video
games, particularly action, strategy games, and puzzle games,
can have a positive impact on working memory [21], [22].
Working memory involves holding and manipulating informa-
tion in your mind for short periods. These games often require
players to track multiple objects or pieces of information
simultaneously and use that information to make decisions
quickly [8], [15].

Based on previous studies, some have also investigated the
the use of severe games in treatment is a promising area
of research [14]. Several studies have explored the potential
of serious games for dementia treatment and become an
assessment tool for executive controls in older adults [9].
Because some games can be affected to improve memory and
thinking performance, exercise social communication abilities
and emotion control, and strengthen touching sense and hand
flexibility [7], [27].
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Playing video games during breaks can hurt working mem-
ory performance due to increased heart rate and decreased
relaxation levels compared to listening to music. Specific ex-
ecutive control resources may be tired after gaming. So, based
on the previous research paper, it is suggested that listening
to music during breaks is more beneficial than playing games
[6].

B. RQ 2: What types of video games can improve memory
and executive control?

Based on the data gathered and analyzed, it can be con-
cluded that several types of video games can improve people’s
memory and executive control. Different types of video games,
including action, puzzle, and strategy games, significantly
impact cognitive abilities such as memory, executive control,
visual-spatial processing, problem-solving, and attention, with
each genre offering unique benefits. The types of video games
summarized by the author are shown in Table III.

TABLE III
TYPES OF VIDEO GAMES THAT IMPROVE

MEMORY AND EXECUTIVE CONTROL

Types of Video Games Number
of Paper Study Identifier

Action Games 9 [1], [5], [18], [22], [24]
[13], [21], [25], [28]

Puzzle Games 5 [1], [2], [13], [15], [25]
Strategy Games 4 [1], [2], [16], [21]
Serious Games 4 [4], [19], [27], [29]

Brain-Training Games 3 [10], [25], [30]
Exergames 3 [3], [14], [15]

Sport Games 2 [11], [21]
Rhytm Dance Games 1 [1]
Motion Dance Games 1 [8]
Online Board Games 1 [15]

According to Table III, action games are the most frequently
mentioned type of video game in the extracted data. Action
video games have been a primary focus in studying the impact
of playing video games on some cognitive abilities. Action
game players outperform novices in visual attention tasks, and
even non-gamers who train on these games show improvement
[1], [5]. Long-term play of action video games leads to more
significant improvements in cognitive skills related to the
game compared to those assigned to control activities [18],
[24]. Specifically, playing action-like video games enhances
cognitive skills, particularly in attention and executive control,
by training players to manage divided and focused attention
under time pressure, especially in younger players [21], [24].
However, these effects can be less consistent and reliable in
older individuals, as the complexity of the games may be too
high for older players, restricting their performance to a lower,
narrower range [13], [22]. First-person shooter games, such as
Unreal Tournament or Medal of Honor, significantly enhance
perceptual attention, with studies showing that individuals who
played these games for extended periods performed better
on perceptual attention tasks compared to those who played
control games or no games [21], [25]. Additionally, Multi-
player Online Battle Arena (MOBA) games, such as League of

Legends, can significantly impact various cognitive functions,
including mental flexibility for adapting strategies, decision-
making, working memory for tracking game elements and
making informed decisions, and attentional control necessary
for focusing on relevant information and reacting appropriately
[28].

Then puzzle and strategy games are another type of video
game often mentioned in the data gathered. Puzzle and strategy
games require players to plan and execute steps to achieve a
specific goal.

Playing puzzle games induces structural and functional
alterations in the brain, including increased gray matter in
the visual-spatial processing area and reduced activity in the
frontal region, thereby stimulating visual-spatial processing
and problem-solving abilities, ultimately enhancing overall
cognitive function [1], [2], [13], [15]. These games signifi-
cantly improve spatial reasoning skills, making them valuable
tools for fostering spatial cognition in children. It is crucial
for tasks requiring spatial awareness and problem-solving,
contributing to their holistic cognitive development [15].
Additionally, puzzle games like Cut the Rope demonstrate
substantial potential in enhancing executive control, such as
strategizing, planning, and reframing. Unlike repetitive puzzle
games, Cut the Rope’s diverse and strategic gameplay yields
more generalized cognitive benefits, making it particularly
effective for populations requiring improvements in executive
control, such as older people or individuals with ADHD, as
it provides a non-violent and engaging alternative to action
games [13]. Furthermore, playing spatial puzzle games like
Tetris improves mental rotation abilities for two-dimensional
shapes, although it doesn’t show similar effects on other
cognitive tasks [25].

Strategy video games engage the DLPFC, enhancing critical
thinking and strategic planning abilities, while rhythm gaming
influences visuospatial working memory, emotion, and atten-
tion areas [1]. These games improve memory by challenging
players with complex strategies and strengthening executive
control through efficient time allocation, prioritization, task
management, and decision-making under pressure [2], [21].
Moreover, the unique challenges presented in strategy games,
such as resourcefulness and teamwork in games like Dota 2,
enhance problem-solving skills and communication abilities,
making them engaging and beneficial for players of all levels
[16], [21].

The types of video games mentioned above significantly
impact memory and executive control. However, other types
of games should not be ignored, as they may be helpful in
certain situations.

C. RQ 3: What are the ranges of duration used in the studies
that showed the effects of playing video games?

Based on the data gathered and analyzed, it can be con-
cluded that several ranges of duration used in the studies
show the positive impact of playing video games. Video game
durations from less than 1 hour to 5 hours per day show
varied cognitive benefits, with shorter durations generally
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enhancing working memory, executive control, and attention,
while longer durations can positively and negatively impact
mental performance. The ranges of duration summarized by
the author are shown in Table IV.

TABLE IV
RANGES OF DURATION THAT SHOWED THE

BENEFIT OF PLAYING GAME

Ranges of
Duration

Number
of Paper

Study
Identifier

Less than 1 hour/day 7 [1], [8], [14], [19]
[10], [21], [22], [24]

1-2 hours/day 5 [4], [13], [18], [28], [30]
3-5 hours/day 2 [5], [26]

According to Table IV, less than 1 hour per day is among
the shortest used in the studies as the training period. For
instance, playing video games three times per week for 45
minutes each session (0.32 hours per day) enhances working
memory and reasoning abilities in older adults [8], while 30-
40 minutes of exergame training improves mental flexibility,
problem-solving skills, and executive controls without adverse
effects typically associated with longer gaming sessions [14].
Additionally, engaging in serious games for 30 to 45 minutes
daily significantly enhances various cognitive functions crucial
for memory and executive control, including working memory,
attention, planning, and spatial skills [19]. Moreover, playing
strategy games for 1–6 hours per week (0.14 to 0.86 hours
per day) leads to better performance on perceptual attention
tasks [21]. Finally, playing action-like video games for 20-60
minutes enhances cognitive skills, particularly attention, and
executive control, by training players to manage divided and
focused attention under time pressure [24].

Then, 1-2 hours per day is another range commonly used in
the studies. Playing action video games for at least one hour
per day has significant implications for cognitive development
and skill enhancement [18], [28]. It can lead to measurable
improvements in various cognitive domains, particularly in
top-down attention and multitasking abilities. These gains are
attributed to the regular engagement and focused practice
that one hour per day ensures, providing sufficient time for
the brain to adapt and improve its processing capabilities
[18]. Additionally, playing serious games for 1.5 to 2 hours
significantly improves executive control [4], while one hour
of puzzle games boosts executive control [13].

Finally, 3-5 hours per day is the longest range used in the
studies. Adolescents who spent between 3 and 4 hours per
day playing video games showed both negative and positive
impacts. For the negative consequences, there was a significant
increase in total errors in cognitive tests like the Stroop
Test and total interference in the California Verbal Learning
Test. On the other hand, the positive impact was a slight
improvement in visual memory results compared to the control
group [5]. Playing games in virtual reality (VR) can also
improve working memory (WM) performance and affective
states of players [26].

Looking into the results of RQ1-RQ3, it can be observed

that there are manifold various effects of playing video games
on memory and executive control functions. In RQ1, the action
and strategy game genres are found to improve executive skills
such as decision-making and problem-solving. RQ2 provided
results that included puzzle and strategy games, which are
promising for the improvement of working memory and exec-
utive control. Regarding RQ3 on ideal playing duration, most
gaming sessions done less than one hour daily had positive
cognitive outcomes with no serious negative effects; longer
may well impair cognitive performance.

One ongoing concern, however, is how excessively long
gameplay durations may take away working memory perfor-
mance and increase mental fatigue incrementally. Therefore,
video games must be built with inbuilt time controls or
intervals so that players can gain cognitive benefits without
necessarily facing other detriments. More longitudinal studies
are encouraged to explore the sustained impact of video
gaming on cognitive functions. This might lead to wider
insights and further optimize the cognitive benefits from video
gaming in demographically different backgrounds.

Research findings from RQs 1 and 2 have shown that game
genres such as action, strategy, and puzzle games are able to
enhance cognitive skills including memory, executive control,
and problem-solving. From the perspective of game develop-
ers, as indicated by RQ 2, it is worth developing games in such
genres as action, puzzle, or strategy. Alternatively, developers
can also develop video games targeting the improvement of
cognitive skills, especially in children and adolescents. As for
educators, teaching by means of video gaming is highly useful
for working memory along with other cognitive skills. In such
a case, with the integration of game elements, educators will
be able to help students improve focus and problem-solving
skills in a more fun and interactive manner.

Additionally, both game developers and educators have a
very important role to play in ensuring that the video games are
designed and played for optimal times (around 30 minutes to
1 hour) for maximum benefit while avoiding negative effects.

V. CONCLUSION

The research indicates that video games can significantly
affect memory and executive control abilities. Most studies re-
viewed found that video games, especially action and strategy
games, improve executive control by engaging players in com-
plex problem-solving tasks that enhance critical thinking and
decision-making skills. Additionally, video games can boost
brain function, mainly working memory, by requiring players
to handle multiple pieces of information simultaneously. Some
studies also highlight the therapeutic potential of severe games
in treating conditions like dementia and improving cognitive
performance, social communication, emotional control, and
motor skills. However, there are mixed findings: one study
reported that playing video games during breaks can negatively
affect working memory due to increased heart rate and reduced
relaxation. At the same time, another found no significant
cognitive benefits from short-term brain-training games. The
duration of gameplay also matters, with shorter sessions (less
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than one hour per day) generally showing positive cognitive
impacts without the adverse effects associated with longer
sessions. Overall, while video games can enhance specific
mental abilities, the extent of their benefits depends on the
type of game and the duration of play.

For future research, longitudinal studies are recommended
to assess the long-term impact of video games on memory
and executive control abilities, distinguishing between short-
term and lasting cognitive effects. Investigating the optimal
duration and frequency of gameplay for cognitive benefits and
potential adverse effects would also be valuable. Furthermore,
including a more diverse participant pool across various age
groups, backgrounds, and gaming experiences could enhance
the generalizability of the findings.
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Abstract—This study evaluates the internet transmission per-
formance in smart farming in Lembang Madandan, Tana Toraja
Regency, focusing on how router distance affects download
speed, upload speed, and latency. The greenhouse cultivates Lada
Katokkon plants, valuable yet sensitive to environmental condi-
tions, necessitating IoT technology for monitoring and control.
Data were collected at distances ranging from 1 to 20 meters
under loaded and unloaded conditions. Results showed that the
download speed fluctuated significantly with values ranging from
4.3 Mbps to 12 Mbps, upload speed varied between 1 Mbps and
3.1 Mbps, unloaded latency ranged from 0 ms to 49 ms, and
loaded latency ranged from 304 ms to 995 ms. These variations
indicate that distance significantly affects network performance.
Optimizing device placement, adding access points, and using
repeaters or extenders are recommended to improve signal
strength and connection stability. Limitations include specific
greenhouse conditions and measurement range. Further studies
should explore other environmental factors and test network
optimization strategies. Implementing these strategies is expected
to enhance IoT system operation, boost productivity, and sustain-
ability in smart agriculture, and ensure better management of
Lada Katokkon plants.

Index Terms—Internet of Things, smart farming, network
performance, internet connectivity and data collection

I. INTRODUCTION

Tana Toraja Regency, located in the highlands of South
Sulawesi, Indonesia, is renowned for its rich cultural heritage
and stunning landscapes, and it also holds significant agri-
cultural potential. One of the standout agricultural products

from this region is the unique Toraja chili, locally known as
Lada Katokkon [1] [2]. This chili variety is highly valued
for its distinctive flavor and high market value, making it an
attractive crop for local farmers [3]. However, the cultivation
of Lada Katokkon presents several challenges, primarily due to
its susceptibility to pests and varying environmental conditions
[4]. To mitigate these challenges and optimize crop yields,
the integration of Internet of Things (IoT) technology into
agricultural practices has become increasingly important [5]
[6] [7].

IoT technology, which involves using interconnected sen-
sors and devices to collect and analyze data in real time,
offers significant advantages for agriculture [8] [9] . In the
context of Lada Katokkon cultivation, IoT can provide critical
insights into various environmental parameters such as soil
moisture, temperature, and humidity [10] [11]. Farmers can
make informed decisions to enhance crop management, reduce
the risk of pest infestations, and respond promptly to environ-
mental changes by continuously monitoring these conditions.
IoT in agriculture has improved efficiency, productivity, and
sustainability [12]] . IoT systems typically comprise several
layers: the physical layer (sensors and actuators), the network
layer (communication protocols), the middleware layer (data
processing), and the application layer (user interfaces and deci-
sion support systems). These layers work together to collect,
transmit, and analyze data, providing actionable insights to
farmers [9] [13].979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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Despite the clear benefits of IoT in agriculture, implement-
ing this technology in Tana Toraja presents unique challenges.
The region’s mountainous terrain poses significant obstacles
to establishing reliable internet connectivity, essential for the
seamless operation of IoT systems. Poor connectivity can
disrupt data transmission from sensors to central monitor-
ing systems, leading to potential gaps in monitoring and
delayed responses to environmental changes. Additionally,
the cost of IoT infrastructure can be prohibitive for small-
scale farmers. High-tech sensors, communication devices, and
data processing systems require substantial investment, which
may only be feasible for some regional farmers. Furthermore,
the maintenance and technical know-how required to operate
these systems effectively can hinder widespread adoption.
A notable development in adopting IoT technology in Tana
Toraja is the establishment of a smart greenhouse in Madandan
Village, which employs IoT technology to oversee and regulate
environmental conditions, ensuring ideal growth for Lada
Katokkon. The implementation of the smart greenhouse has
shown promising results in improving the yield and quality of
Lada Katokkon, underscoring the potential of IoT to transform
agricultural practices in challenging environments.

This study aims to evaluate the quality of the internet con-
nection in the Smart Greenhouse used for cultivating Katokkon
chili in Lembang Madandan to ensure sustainability and op-
erational efficiency in environmental automation management.
The urgency of this research lies in the need for a stable and
reliable internet connection to support the operation of sensors
and IoT devices that collect and transmit data in real-time, as
well as execute automation commands for regulating tempera-
ture, humidity, and irrigation. By identifying the quality of the
connection and the factors that hinder it, this study is expected
to provide recommendations for connectivity improvements
to enhance the effectiveness of control applications and the
productivity of sustainable agricultural systems in the Smart
Greenhouse.

II. LITERATURE REVIEW

A. IoT Applications in Smart Farming

The Internet of Things (IoT) refers to a network of inter-
connected physical devices that can collect and share data
via the internet. In agriculture, IoT incorporates sensors,
actuators, and other devices into farming systems to automate
and improve the efficiency of various agricultural processes
. [7] [14]. IoT sensors can monitor soil conditions, weather,
humidity, and plant health, and can also automatically manage
irrigation and fertilizer systems [15]. By using IoT, farmers
can access real-time data from their fields and make more
informed decisions based on the information obtained.

The implementation of IoT in agriculture encompasses a
range of applications, including smart greenhouse systems,
monitoring soil moisture and temperature, automating agri-
cultural machinery, tracking livestock health, detecting plant
diseases and pests, and overseeing grain storage conditions

[16] [17]. The devices essential for IoT applications in agri-
culture consist of sensors, actuators, wireless networks, data
storage and processing units, cameras, imaging systems, and
GPS devices. This technology enables farmers to gather real-
time information on weather conditions, soil moisture levels,
plant diseases, and field pests [18].

IoT allows for the collection of real-time data to optimize
agricultural processes. For example, soil moisture sensors can
automatically manage irrigation, decreasing water usage and
ensuring plants receive the correct amount of water, thereby
enhancing resource use efficiency [19].

IoT allows for more precise monitoring and management
of plant conditions. Farmers can take necessary actions to
prevent diseases and pests and ensure plants grow under
optimal conditions by obtaining accurate data about plant and
environmental conditions. This action can improve the quality
and quantity of crops [20].

IoT technology can support sustainable farming practices by
optimizing natural resources such as water and energy. Using
sensors to monitor and manage water and fertilizer usage can
reduce the negative environmental impact and help maintain
the agricultural ecosystem balance [21] .

B. Challenges in Implementing IoT in Smart Farming

Internet connectivity is essential for deploying IoT tech-
nology in agriculture, particularly within smart greenhouses.
The main challenges faced in providing internet connectivity
in rural areas include network infrastructure limitations, high
costs for network installation, and energy limitations.

Network infrastructure must be improved in many rural
areas to support IoT devices’ connectivity due to the extended
distance from urban centers, rugged terrain, and lack of
investment in telecommunications infrastructure development.
These limitations result in weak signals, low internet speeds,
and poor reliability.

Installing network infrastructure in rural areas often requires
very high costs. These costs include installing telecommunica-
tions towers, fiber optic cables, and other supporting devices.
Additionally, operational costs to maintain the network run-
ning fast are also high. Solutions such as using LoRaWAN
and satellite technology have been proposed to address this
issue, but they also have limitations [22].

Previous research has examined different challenges and
solutions related to IoT network performance in agricultural
settings. IoT has been applied in various agricultural areas
to boost efficiency and productivity through the automatic
monitoring and control of environmental conditions. However,
although there is extensive research on IoT applications in
agriculture, comprehensive and specific network performance
analysis in smart greenhouses still needs to be improved.

A relevant study [23] introduced a smart greenhouse system
for chili cultivation using Raspberry Pi 3B technology and the
MQTT protocol. This system allows real-time environmental
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condition monitoring and automatic control through a mobile
application. The study showed that using IoT technology can
increase the efficiency of environmental management within
the greenhouse.

Research developed an IoT-based smart greenhouse system
using a combination of soil sensors, LDR sensors, fire sensors,
and DHT11 to monitor and regulate environmental conditions
to achieve optimal cultivation. This system demonstrates how
integrating various sensor scans helps create ideal conditions
for plant growth [24].

Additionally, a model utilizing IoT for monitoring plant
growth in greenhouses was created. This model allows auto-
matic monitoring and control using microcontrollers, sensors,
fans, pumps, and appropriate network technology [25]. The
study highlights the importance of accurate data for continuous
plant growth monitoring, which can improve crop yields and
reduce manual intervention.

The designed an environmental control system in a smart
greenhouse using a Fuzzy Logic Controller for chili plants.
This system regulates greenhouse air temperature, humidity,
and soil moisture [26]. The study showed that a Fuzzy Logic
Controller can quickly and efficiently achieve the desired
environmental conditions.

A smart farming monitoring and automation system for
chili plants was developed using IoT applications [10]. This
system incorporates an Arduino microcontroller, soil moisture
sensors, DHT11 for measuring air temperature and humidity,
and ultrasonic sensors to measure plant height. It assists
farmers in managing their farms more efficiently, enhancing
both the quality and quantity of their harvests [27].

III. SMART FARMING NETWORK CONFIGURATION AND
TESTING

This study evaluates the performance of the internet applied
in smart farming located in Randanan Village, Tana Toraja
Regency, by measuring upload speed, download speed, and
latency.

A. IoT Network and Testing Purposes

The practical testing applies the quantitative methods. Quan-
titative methods are chosen because this study aims to mea-
sure and analyze numerical data generated from IoT devices
installed throughout the smart farming network. Quantitative
data is used to conduct statistical analysis that can clearly
understand the relationship between the variables measured,
such as internet speed, latency, and distance from the router.
The experimental approach is chosen to control certain vari-
ables and observe their effects on other variables in controlled
conditions. Using quantitative methods and an experimental
approach, this research is expected to provide a clear and
objective picture of the IoT network performance in the smart
greenhouse and how distance affects that performance. This
approach also allows researchers to identify and propose

solutions that can be implemented to improve network per-
formance in smart greenhouses in rural areas. The method of
data collection in this study is as shown in Fig.1 below.

Fig. 1. Illustration of measuring internet speed in a smart greenhouse.

B. Population and Samples

The population in this research is all internet speed measure-
ments conducted in the smart greenhouse in Lembang Madan-
dan, Tana Toraja Regency as in Fig.2. These measurements
encompass network performance parameters like download
speed, upload speed, latency in both loaded and unloaded
network conditions, and the distance from the router.

Fig. 2. Smart greenhouse

The study sample is taken from the population of internet
speed measurements that have been conducted. This sample is
chosen to accurately represent the smart greenhouse’s internet
network performance at various distances and conditions. The
research sample includes:
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• Measurements are taken at various distances from the
router to see how distance affects network performance.
The measured distances vary from one meter to several
meters from the router.

• The download speed is evaluated at different distances
to determine how quickly devices within the greenhouse
can receive data. This download speed data determines
whether the network can support high-bandwidth appli-
cations.

• Upload speed is measured to assess how quickly data can
be sent from devices within the greenhouse to the server
or cloud. That is important for real-time data transmission
applications like live environmental monitoring.

• Loaded latency is measured to evaluate the delay time
when the network is busy. That provides information
about network performance under high load conditions,
crucial to determining the network’s reliability in inten-
sive usage conditions.

• Unloaded latency is measured to determine the delay
time under unloaded network conditions. Low latency
is essential for applications that require quick responses,
such as automatic control.

The sampling method used is stratified random sampling.
This method takes measurements at various distance strata
from the router (e.g., 1 meter, 2 meters, 3 meters, and etc)
and under various network conditions (loaded and unloaded).
Each distance stratum and network condition is represented
in the sample to ensure that the collected data covers various
operational conditions in the smart greenhouse.

The selection of internet speed measurements as samples
is based on the importance of this parameter in assessing
IoT network performance in smart greenhouses. Download
speed, upload speed, and latency are key indicators of network
performance and directly affect the effectiveness of smart
greenhouse operations. By analyzing this data, the research
can provide appropriate recommendations to improve network
performance and ensure the network can support critical IoT
applications in smart greenhouses.

C. Components Used

a) WiFi Router: A WiFi router is a device that enables
various devices, such as computers, smartphones, and
smart TVs, to connect to the internet wirelessly. Fig. 3
below shows the type of router used.

It operates by receiving data from the internet modem
and distributing it to devices via radio signals. The latest
technologies, like WiFi 6 and 6E, offer higher speeds
and broader coverage. Modern routers also come with
advanced security features and better network manage-
ment controls.

Fig. 3. WiFi Router

b) The fast.com Aplication: Fast.com is an internet speed
testing application developed by Netflix. It provides a
simple and quick way to measure an internet connection
speed, primarily focusing on download speeds, which
are most relevant for streaming and consuming online
content. The test works globally on any device with a web
browser and is designed to be ad-free and straightforward.
When the user clicks the ”Show more info” button,
Fast.com displays upload speeds and latency, offering a
comprehensive view of your connection’s performance.
The following image, Fig.4, showcases the Fast.com
application.

Fig. 4. WiFi Router

c) Internet Service Provider (ISP): In this study, internet
service from Telkom Indonesia ISP was accessed using
a Telkomsel card. Telkomsel was selected as the internet
service provider because the mountainous terrain in Lem-
bang Madandan results in intermittent internet access. In
this area, only Telkomsel can offer internet connectivity,
albeit not at an optimal level. Using a Telkomsel card
enables researchers to access the internet more reliably
and stably in an area difficult for other providers to reach.
As a product of Telkom Indonesia, Telkomsel offers wide
and robust network coverage, which is essential to support
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research activities reliant on internet connectivity.

IV. RESULTS AND DISCUSSION

After several measurements were conducted using the in-
ternet speed measurement application, a data summary was
obtained, as shown in Table 1.

TABLE I
MEASUREMENTS RESULTS

Distance
(m)

Download
Speed

(Mbps)

Upload
Speed
(Mbps)

Unloaded
Latency

(ms)

Loaded
Latency

(ms)
1 7.4 3 42 690
1 4.3 2.2 44 953
1 10 2.7 36 382
5 5 2.7 43 829
5 11 1.8 36 406
5 8.5 1.9 40 995
10 6.4 2 45 314
10 6.7 3.1 44 605
10 6.4 1.4 44 421
15 5 1.4 49 859
15 12 2 35 304
15 9.4 1.6 44 311
20 5.8 1 45 721
20 6.1 1.4 46 398
20 6.9 1.4 43 544

Based on the data analysis, the internet network perfor-
mance in the smart farming set-up at Lembang Madandan,
Tana Toraja Regency, shows a decline in download and upload
speeds and an increase in latency as the distance from the
router increases. The average download speed decreased from
7.4 Mbps at 1 meter to 5.0 Mbps at 5 meters, while the upload
speed decreased from 3 Mbps to 1.4 Mbps. Unloaded latency
increased from 36 ms to 49 ms, and loaded latency increased
from 382 ms to 995 ms. This decline indicates that the distance
from the router significantly impacts the network’s ability to
send and receive data quickly and efficiently. Implementing
strategies such as adding access points, using repeaters or
extenders, and optimizing the placement of network devices is
expected to improve the internet network performance in the
smart farming set-up. The average values of the internet speed
measurements are shown in Table 2.

TABLE II
AVERAGE MEASUREMENTS RESULTS

Distance
(m)

Average
Download

Speed
(Mbps)

Average
Upload
Speed

(Mbps)

Average
Unloaded
Latency

(ms)

Average
Loaded
Latency

(ms)
1 7.2 2.6 40.6 675
5 8.1 2.1 39.6 743.3
10 6.5 2.1 44 446.6
15 8.8 1.6 42.6 491.3
20 6.2 1.2 44.6 554.3

The table shows that the distance from the signal source
affects network performance, with a decrease in upload speed
and an increase in latency under load, while download speed
and unloaded latency tend to remain stable with minor fluctu-
ations, indicating that distance primarily impacts performance
under heavier network conditions.

In this context, the decrease in internet network performance
in the smart greenhouse becomes an issue that must be
addressed promptly to ensure the optimal operation of the
IoT system. The increasing distance from the router results in
lower download and upload speeds and higher latency, which
can hinder the performance of systems relying on stable and
fast internet connectivity. So, several recommendations have
been proposed.

First, adding access points can help extend the reach of
the internet network signal. The internet signal can cover a
wider area within the greenhouse by adding access points
and maintaining stable download and upload speeds even at
greater distances from the primary router. Additionally, using
repeaters or extenders can also help strengthen the network
signal in areas that are hard to reach by the router.

Second, optimizing the placement of network devices is cru-
cial for enhancing Internet network performance. Strategically
placing routers and access points can help ensure the internet
signal spreads evenly throughout the greenhouse. Avoiding
physical obstructions such as thick walls or metal equipment
can also help reduce interference and improve network speeds.

Third, considering the upgrade of network infrastructure
with advanced technologies like mesh networks or LoRa can
provide a long-term solution to this issue. Mesh networks,
for example, allow multiple network devices to work together
to provide broader and stronger signal coverage. Meanwhile,
LoRa technology, designed for long-distance communication
with low power consumption, can be an effective alternative
to support IoT systems in smart greenhouses.

Implementing these recommendations is expected to im-
prove the internet network performance in the smart green-
house in Lembang Madandan. The Internet network per-
formance can be enhanced by adding access points, using
repeaters or extenders, optimizing the placement of network
devices, and upgrading infrastructure with advanced technolo-
gies. The scenario will support the optimal operation of the
IoT system used in the smart greenhouse, ensuring that all
devices can communicate smoothly and efficiently.

In a broader context, improving Internet network perfor-
mance will also provide additional benefits such as increased
productivity, operational efficiency, and cost savings. Stable
and fast connectivity enables better management of smart
greenhouses, from monitoring plant conditions to automati-
cally controlling irrigation and lighting systems. Thus, invest-
ing in improving the internet network in smart greenhouses is
a crucial step to support modern agriculture and sustainability.
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Overall, enhancing the internet network performance in
the smart greenhouse in Lembang Madandan, Tana Toraja
Regency, is essential for supporting the optimal operation of
the IoT system. Through the implementation of the mentioned
recommendations, it is expected that internet connectivity can
be improved, ensuring that the smart greenhouse can function
with high efficiency and effectiveness.

The findings of this study show that the distance from
the router significantly impacts the internet network perfor-
mance in the smart greenhouse. Download and upload speeds
decrease, while latency increases as the distance from the
router increases. This condition indicates that the WiFi signal
weakens and network efficiency decreases at longer distances.
To address this issue, optimizing the placement of network
equipment within the greenhouse can significantly improve
performance.

One recommended strategy is to install additional access
points at strategic locations within the greenhouse. Additional
access points can strengthen the WiFi signal, ensuring that
connected IoT devices can send and receive data at higher
speeds and lower latency. Additionally, using repeaters or
extenders can help extend the WiFi signal range, reducing
areas with weak signals and improving connection stability.

However, this study has several limitations that need to be
considered. Specific environmental conditions of the green-
house, such as building structure, construction materials, and
other environmental elements, can affect WiFi signal trans-
mission. The limited measurement range, which only covers
distances up to 5 meters from the router, may only partially
reflect the dynamics of network performance throughout the
greenhouse area. Further studies are needed to explore other
environmental factors’ effects and test network optimization
strategies under various conditions and configurations.

Considering these limitations, the given recommendations
remain relevant and can be implemented to improve the inter-
net network performance in the smart greenhouse. Improved
connectivity will support the optimal operation of the IoT sys-
tem, ensuring that monitoring and controlling environmental
conditions within the greenhouse can be done in real-time
and efficiently. The results of this study provide a solid basis
to further development in optimizing IoT networks in smart
agricultural environments.

This research contributes to evaluating internet connection
performance for IoT systems in Lada Katokkon smart farming
in Tana Toraja, with several key points: (1) providing insights
into the impact of distance on network performance (download
speed, upload speed, and latency) in smart greenhouses, which
can serve as a reference for IoT networks in other remote
areas; (2) recommending network optimization strategies, such
as adding access points, using repeaters, and optimizing device
placement for stable connections and real-time plant mon-
itoring; (3) supporting sustainable farming through precise
environmental management, which can save resources and

increase crop yields; and (4) offering essential baseline data for
IoT technology development in smart agriculture, especially in
areas with limited infrastructure.

V. CONCLUSION

This study evaluates the internet network performance in
a smart greenhouse in Lembang Madandan, Tana Toraja
Regency, focusing on how the distance from the router af-
fects download speed, upload speed, and latency. The results
show that distance significantly impacts network performance:
download speed fluctuated between 4.3 Mbps and 12 Mbps,
upload speed varied from 1 Mbps to 3.1 Mbps, unloaded
latency ranged from 0 ms to 49 ms, and loaded latency ranged
from 304 ms to 995 ms. These variations demonstrate that
greater distances from the router correlate with decreased
speeds and increased latency.

These findings confirm that optimizing network device
placement, such as adding additional access points, can sig-
nificantly improve network performance within the green-
house. Strategies like using repeaters or extenders are also
recommended to extend the WiFi signal range and improve
connection stability.
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Abstract—This study investigates the impact of Full Width at
Half Maximum (FWHM) on the efficiency and power quality
in Optical Wireless Communication (OWC) using Visible Light
Communication (VLC). VLC, a subset of OWC, employs the
visible light spectrum to transmit data and offers advantages such
as broad spectrum availability, no electromagnetic interference,
and enhanced security. The research emphasizes the importance
of FWHM, a critical parameter defining the width of a light
pulse or spectral line at half its maximum intensity, which
directly influences the resolution and quality of data transmission.
Narrowing the FWHM enhances VLC system performance by
increasing data rates, reliability, and precision while minimiz-
ing signal interference. The study aims to optimize FWHM
in VLC technology to achieve higher energy efficiency and
better signal quality, crucial for practical applications in energy-
sensitive environments. The findings highlight the significance of
understanding and managing FWHM for the advancement and
practical deployment of VLC systems.

Index Terms—FWHM, OWC, VLC, Optic, Technology

I. INTRODUCTION

The development of optical technology has significantly
impacted various fields such as communications, medicine,
photography, and astronomy. One of the most revolution-
ary applications is Optical Wireless Communication (OWC),
which uses light as a transmission medium to wirelessly
transmit information. OWC operates by converting electronic
information signals into optical signals, which are then trans-
mitted through the air and converted back into electronic
signals at the receiver end [1]. This technology employs light
sources like LEDs or lasers to generate optical signals that are
modulated according to the transmitted data, traveling through
either free space in Free Space Optical Communication (FSO)
applications or indoor environments in Visible Light Commu-
nication (VLC) applications [2].

VLC was an innovative technology that utilized the visible
light spectrum to transmit data. In the rapidly evolving digital
era, the demand for faster and more efficient data commu-
nication became increasingly urgent, and VLC emerged as a
potential solution to meet these needs [3]. This technology
employed light emitted from lighting devices such as Light
Emitting Diode (LED) to send information. The primary ad-
vantage of VLC lay in its ability to combine lighting functions
with data communication, thereby leveraging existing lighting
infrastructure without the need for significant additional in-
stallations [4].

VLC operated by converting digital signals into variations in
light intensity that were invisible to the human eye but could be
received and interpreted by special detectors. These features
made VLC particularly suitable for applications in sensitive
environments like hospitals and airplanes, as well as for indoor
use where high data speeds without interference were required
[5]. As advanced LED technology continued to develop, the
potential for VLC expanded [6]. Research and development
in the field of VLC progressed, exploring applications across
various sectors such as vehicle-to-vehicle communication for
improved road safety, indoor navigation systems, and faster,
more reliable internet connectivity in homes and offices [7].

Understanding light source characteristics is critical to op-
timizing the performance of VLC and other optical tech-
nologies, with a key parameter in this optimization being
Full Width at Half Maximum (FWHM), which defines the
width of a spectral line or light pulse at half its maximum
intensity [8]. FWHM affects the resolution and quality of
data transmission by indicating the spread of light, where
a narrower FWHM indicates a more monochromatic light
source, reducing signal interference and increasing the pre-
cision of data communication [9]. Historically, FWHM has
been widely used across various disciplines to characterize the
resolution of imaging systems, the bandwidth of optical filters,979-8-3315-1921-6/24/$31.00 ©2024 IEEE

38 



and the performance of lasers and LEDs. In VLC, a deep
understanding of FWHM enables engineers and researchers
to design systems that achieve optimal performance, ensuring
clear and efficient data transmission [10].

Efficiency in VLC and optical technology aims to maxi-
mize data transmission quality by managing FWHM in light
sources. This parameter, defining the width of a light spectrum
at half its maximum intensity, significantly affects system
performance, including resolution, data transmission speed,
and resilience against signal interference [11]. Narrowing
the FWHM enhances VLC systems’ capability to distinguish
desired signals from environmental disturbances, thereby im-
proving accuracy and reliability, even in challenging optical
conditions [12]. Furthermore, optimizing FWHM promotes
efficient energy usage by minimizing energy wastage outside
the desired spectrum, critical for energy-sensitive applications
like battery-powered devices. This approach not only enhances
VLC system performance but also extends operational lifespan
in energy-constrained environments, reinforcing the sustain-
ability and practicality of these advanced communication
technologies [13].

This research will discuss how FWHM affects efficiency
and power quality in VLC. The study will explore the rela-
tionship between FWHM width and energy consumption, and
its impact on the resulting power. Using light sources with a
narrower FWHM is expected to reduce energy wasted outside
the desired spectrum, thereby improving energy efficiency. The
research will also examine how variations in FWHM affect the
integrity and clarity of the VLC signal, crucial for practical
applications like energy-sensitive environments and battery-
operated devices. The main contribution of this research was
to investigate the extent to which FWHM affected quality and
power in VLC.

II. METHODOLOGY

A. Literature Review

VLC was part of OWC, OWC was a wireless
communication system that utilized light as its transmission
medium. In this context, VLC technology used the light
spectrum with a wavelength range from 350 nm to 850 nm and
a frequency range from 4.0× 1014 Hz to 7.5× 1014 Hz. LED
(Light Emitting Diode) lights played a crucial role in VLC
technology, functioning as the light source to transmit data
from the transmitter to the receiver [14]. The communication
principle in the VLC system included three main components.
First, the LED, equipped with a signal processing unit, acted
as the transmitter. Second, the transmission channel used air
as the medium to convey the light. Third, on the receiving
end, there was a photodetector that served as the light signal
receiver [15]. Figure 1 showed the block diagram of the
VLC system, where the electrical signal first entered the
mapper system. Then, the mapped signal entered the LED,
carrying the information signal and producing light, which
was transmitted through the air channel.

Fig. 1. Block Diagram of VLC.

VLC technology offers significant advantages for data com-
munication applications by utilizing a broader light spectrum
compared to traditional radio frequencies. This makes it ideal
for high-speed and secure data transfer in environments like
indoor settings or densely populated areas [16]. The informa-
tion signal is transmitted via light through the air channel and
received by a photodetector, which converts the light signal
into an electrical signal. This electrical signal is then processed
by the modulator unit, ensuring that the information from the
transmitter is accurately decoded and received. As a result, the
information received matches the original transmitted signal,
maintaining the integrity and accuracy of the communication
[17].

B. Mathematical Model

Because LEDs can be employed for various purposes such
as illumination, data communication, indoor localization, and
sensing, it is crucial to specify both light intensity and
transmitted optical power [18]. Light intensity denotes the
brightness of an LED and is characterized by the amount of
light flux per solid angle, given as:

I =
dΦ

dΩ
(1)

where Ω represents the spatial angle, and Φ denotes the
luminous flux, which can be calculated from the energy flux
Φe, as given by:

Φ = Km

∫ 780

380

V (λ)Φe(λ) dλ (2)

Where V (λ) represents the standard luminous curve, and
Km denotes the maximum visibility, which is approximately ∼
683 lm/W at a wavelength of 555 nm. The transmitted optical
power Pt, indicating the total energy radiated from an LED,
is given by:

Pt = Km

∫ Amax

Amin

∫ 2π

0

Φe dθ dλ (3)

Where Amin and Amax are determined from the PD’s respon-
sivity curve. Figure 2 illustrates a typical office environment
equipped with LED-based lighting panels that offer wireless
connectivity to users. In this setup, the primary transmission
mode is Line-of-Sight (LOS). Assuming LEDs emit light in a
Lambertian radiation pattern, the radiation intensity at a desk
surface can be described as:

I(φ) = I(0)
ml + 1

2π
cosml(φ) (4)

39 



Fig. 2. Illumination by LED [19].

where φ represents the angle of irradiance relative to the
axis normal to the transmitter surface, I(0) denotes the central
luminous intensity, and ml signifies the Lambertian emission
order, which quantifies the directivity of the light beam,
defined as:

ml =
ln(2)

ln cos
(
Φ1/2

) (5)

where Φ1/2 is the semi-angle at a half illuminance of an LED.
For the LOS path, the horizontal illuminance/intensity at a
point (x, y, z) and the received power at the receiver are given
as:

Ihor =
I(0) cosm1(φ)

d2 cos(Ψ)
(6)

Pr = Pt
(ml + 1)APD

2πd2
cos

ml (ϕ)Ts(Ψ)g(Ψ) cos(Ψ) 0 ≤ Ψ ≤ Ψcon (7)

Where Ψ is the angle of incidence relative to the axis
normal to the receiver surface, Ts(Ψ) is the filter transmission
coefficient, g(Ψ) and Ψcon represent the concentrator gain
and Field of View (FOV) respectively, and d is the distance
between the LED and the photodetector surface area APD.
The gain of the optical concentrator at the receiver is defined
by:

g(Ψ) =


n2

con
sin2 Ψcon

, 0 ≤ Ψ ≤ Ψcon

0, 0 ≥ Ψcon

(8)

where n2
con is the refractive index of the optical concentrator

[19].

C. VLC Parameters

Table I outlines the critical parameters necessary for mod-
eling a typical room environment in a VLC system. These
parameters include room dimensions, receiver characteristics,
optical filter properties, and the specifications of a lens at the
photodetector. Each factor significantly influences the overall
performance and accuracy of the VLC system simulation,

providing a thorough understanding of the system’s operation
under various conditions [20].

TABLE I
PARAMETERS SYSTEM

Parameter Value
Room

Size 5× 5× 3m3

Reflection coefficient 0.8
Receiver

Receive plane above the floor 0.85 m
Active area (APD) 1 cm2

Half-angle FOV 60◦

Elevation 90◦

Azimuth 0◦

∆t 0.5 ns
Optical filter

Gain 1
A lens at the PD Refractive index 1.5

Table II provides an overview of parameters for two VLC
light sources, including LED locations, FWHM, transmit
power per LED, LED count per array, and center luminous
intensity. These parameters are essential for modeling the
system and assessing each source’s performance. The study
compared Source 1 and Source 2 to identify which offered
better power and quality.

TABLE II
LED PARAMETERS

Parameter Value
Source 1

Location (4 LEDs) (1.25, 1.25, 3)
(1.25, 3.75, 3)
(3.75, 1.25, 3)
(3.75, 3.75, 3)

Location (1 LED) (2.5, 2.5, 3)
FWHM 80°
Transmit power (per LED) 30 mW
Number of LEDs per array 70 × 70 (4900)
Center luminous intensity 300–910 lx

Source 2
Location (4 LEDs) (1.25, 1.25, 3)

(1.25, 3.75, 3)
(3.75, 1.25, 3)
(3.75, 3.75, 3)

Location (1 LED) (2.5, 2.5, 3)
FWHM 10°
Transmit power (per LED) 25 mW
Number of LEDs per array 65 × 65 (4225)
Center luminous intensity 300–910 lx

III. RESULT AND DISCUSSION

The simulation models optical-electrical parameters and
room dimensions to analyze power distribution in a 5 × 5 × 3
m³ room, focusing on LED positions and the receiver plane.
It calculates the distance, angle vectors, channel DC gain,
and received power for Source One, adjusting the received
power for symmetry and converting it to decibels (dBm). The
results are then visualized with labeled axes and a colorbar,
providing a clear representation of the power distribution. This
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analysis highlights the crucial impact of LED layout, room
size, and receiver specifications on the performance of the
VLC system, offering insights into how these factors influence
overall system efficiency and effectiveness.

A. Source 1

The FWHM is set to 80 degrees, determining the Lamber-
tian order of emission. Each LED transmits 30 watts of optical
power in a 70 × 70 array, providing significant total power. The
photodetector’s area is 1e-4 square meters for efficient light
detection. The system includes an optical filter to improve
the signal-to-noise ratio by passing specific wavelengths. The
lens’s refractive index focuses the incoming light, while the
receiver’s 70-degree FOV allows wide-angle light capture,
increasing system robustness. The optical concentrator’s gain,
based on the refractive index and FOV, directs optical power
onto the photodetector, ensuring efficient signal capture and
processing.

Fig. 3. Optical power distribution at the receiver plane for an 80° FWHM

Figure 3 illustrates the optical power distribution at the
receiver plane for a LOS path, ignoring wall reflections.
This figure shows an almost uniform power distribution at
the center, with maximum and minimum power levels of
2.5 dBm and -2.5 dBm, respectively. Achieving this uniform
distribution is heavily dependent on the half-angle of the light
source. A smaller half-angle typically leads to a more focused
light beam, resulting in higher power density at the center
but less uniformity across the plane. Conversely, a larger half-
angle can spread the light more evenly but may reduce the
overall intensity. Therefore, selecting the appropriate half-
angle is crucial for optimizing the power distribution to meet
specific application requirements.

The system, with a total power output of 30 mW, produced
a maximum power level of 4.814 dBm and a minimum power
level of 0.441 dBm. In Figure 4, the yellow color represents
the maximum output power captured by the receiver, while the
blue color indicates the minimum output power. Each square in
the figure corresponds to the power distribution values received

Fig. 4. Optical power distribution at the receiver plane for an 80° FWHM
(looks flat)

by the receiver, offering a clear visual representation of the
varying power levels across the system’s output. This detailed
mapping provides valuable insights into the distribution and
reception of power, effectively highlighting areas of maximum
and minimum reception.

Fig. 5. Power distribution with reflections for 80° FWHM

The curve in Figure 5 illustrates that received power de-
creases as the distance from the receiver increases, a result
of the spreading of light from the transmitter, which leads
to reduced intensity at longer distances. The figure also shows
peaks and valleys in the received power distribution, providing
valuable insights into the locations of objects within the room.
By analyzing these variations, we can estimate the positions of
objects and assess the impact of light reflection on the power
distribution. These curves, therefore, offer critical information
not only about the indoor light distribution but also about the
physical layout of the environment, facilitating the accurate
identification and localization of objects within the space.
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B. Source 2

The semi-angle at half power was set to 10 degrees,
which determined the Lambertian emission order of the LED,
dictating the spread of the light emitted. Each LED in this
system was configured to transmit 25 watts of optical power,
ensuring a robust light output. In this scenario, an LED
array consisting of 65 × 65 LEDs was employed, signifi-
cantly contributing to the total transmitted power, providing
a substantial illumination area. Additionally, the gain value
of the optical filter and the refractive index of the lens on
the photodetector were meticulously determined to enhance
system performance, optimizing the reception and conversion
of the optical signal. The receiver’s FOV was also a critical
factor in this configuration, as it influenced the efficiency
and accuracy with which the optical signal was received
and processed. By carefully considering these parameters, the
system was designed to achieve optimal performance in terms
of signal quality and transmission efficiency.

Fig. 6. Optical power distribution at the receiver plane for an 10° FWHM

Figure 6 shows a pattern of peaks and valleys in the received
power distribution, indicating the presence of multiple LEDs
arranged in an array. The highest power, approximately 15
dBm, is located near the LEDs, confirming their placement,
while the power rapidly decreases with distance, dropping
below -35 dBm due to attenuation. The 10-degree FWHM
indicates a narrow, focused beam, which enhances point-
to-point communication but limits coverage and necessitates
precise receiver positioning. The low uniformity in the power
distribution could impact communication quality, suggesting
the need for careful LED placement. To achieve more even
coverage, additional LEDs or diffusers may be required.

Figure 7 illustrates the received power distribution of a laser
beam, showing a concentration at the center that decreases
towards the edges, which is characteristic of its directional
and coherent properties. With an estimated FWHM of ap-
proximately 0.8 meters, the laser beam demonstrates a narrow
focus, making it highly suitable for VLC systems. This trade-

Fig. 7. Optical power distribution at the receiver plane for an 10° FWHM
(looks flat)

off between extended range and reduced coverage highlights
the importance of optimizing the FWHM for balancing per-
formance and coverage in VLC applications.

Fig. 8. Power distribution with reflections for 10° FWHM

Selecting the appropriate half-angle is essential for opti-
mizing power distribution in wireless optical communication
systems. Smaller half-angles are ideal for high-intensity, local-
ized applications, as they focus the light in a narrow region.
In contrast, larger half-angles provide more uniform coverage,
spreading the light over a wider area. The receiver’s FOV
is equally important; with a narrow FWHM, the receiver
must remain within the main lobe of the emitted light to
avoid power loss. A 10-degree FWHM in a VLC system
delivers a focused beam, making it suitable for high data rate
applications, but it can limit uniform coverage. To improve
coverage and ensure more consistent power distribution, ad-
justments such as modifying LED placement, adding more
LEDs, or incorporating optical diffusers may be necessary.
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These measures can help strike a balance between focusing
power for high-speed communication and ensuring adequate
coverage across the area.

C. Bit Error Rate

The data presented in Figure 9 offers a detailed comparison
of Bit Error Rate (BER) values for Source 1 and Source 2
across varying Signal-to-Noise Ratio (SNR) levels, shedding
light on the performance characteristics of both sources in a
VLC system. At lower SNR values (from 0 dB to 6 dB),
both sources exhibit a decrease in BER, indicating improved
signal quality as the SNR increases. However, Source 1 starts
with a higher BER of 0.4024 at 0 dB, which decreases to
0.3791 at 6 dB. In contrast, Source 2 demonstrates superior
performance from the outset, with a lower BER of 0.2478 at
0 dB, dropping to 0.2443 at 6 dB. This suggests that Source
2 is inherently more efficient in maintaining signal integrity
under low SNR conditions, possibly due to more advanced
modulation techniques or better control of noise, providing a
more stable and reliable signal in challenging environments.

Fig. 9. BER at 80° and 10° FWHM

As the SNR increases further (from 8 dB to 14 dB), Source
1 begins to exhibit a noticeable increase in BER, rising from
0.3896 at 8 dB to 0.4623 at 14 dB. This upward trend in
BER suggests that Source 1 is reaching a threshold where
further increases in SNR do not lead to improvements in
error rates. This may be due to system limitations such as
non-linearities, interference, or the saturation of the receiver’s
ability to process higher SNR signals. In contrast, Source 2
continues to demonstrate a consistent improvement in signal
quality within this range, with its BER decreasing from 0.2432
at 8 dB to 0.2368 at 14 dB. This steady decline reflects
Source 2’s superior performance and better error correction
capabilities at higher SNR values, indicating its ability to
maintain signal integrity even as the SNR increases.

At the highest SNR levels (from 16 dB to 20 dB), the perfor-
mance difference between the two sources becomes even more
evident. Source 1’s BER continues to rise, reaching 0.4986

at 20 dB, which confirms that merely increasing the SNR
does not improve its performance and may even introduce
additional noise or errors into the system. On the other hand,
Source 2’s BER steadily decreases, dropping to 0.2225 at 20
dB, showcasing its ability to maintain optimal signal quality
even with higher SNR values. This contrast highlights Source
2’s superior efficiency and reliability in reducing error rates
as the SNR increases.

TABLE III
COMPARISON DATA OF SNR VS BER

SNR (dB) BER (Source 1) BER (Source 2)
0.0000 0.4024 0.2478
2.0000 0.3889 0.2471
4.0000 0.3806 0.2454
6.0000 0.3791 0.2443
8.0000 0.3896 0.2432
10.0000 0.4105 0.2416
12.0000 0.4368 0.2393
14.0000 0.4623 0.2368
16.0000 0.4823 0.2332
18.0000 0.4941 0.2292
20.0000 0.4986 0.2225

Overall, as shown in Table III, Source 2 consistently outper-
forms Source 1 across all SNR levels, with lower BER values
and a more stable decrease in errors as the SNR increases.
This indicates that Source 2 is more reliable and efficient in
maintaining high-quality signals within a VLC system, making
it particularly well-suited for applications that require robust
and reliable data transmission, such as high-speed internet or
real-time communication in energy-sensitive environments. In
contrast, Source 1 exhibits diminishing returns as the SNR
increases, suggesting that further optimizations or advanced
signal processing techniques may be needed to improve its
performance, especially in scenarios where higher SNRs are
common. Based on this analysis, Source 2 emerges as the
preferred choice for systems where minimizing data errors
is critical, making it the better option for enhancing VLC
performance and ensuring efficient data transmission.

IV. CONCLUSION

This research examines the impact of FWHM on effi-
ciency and signal quality in OWC systems using VLC The
results emphasize the important role of FWHM in determining
the performance of VLC, showing that a narrower FWHM
increases data transmission speed, improves resolution, and
increases resistance to signal interference, thereby significantly
improving the accuracy and reliability of the communication
system. In addition, FWHM optimization proves important for
reducing energy wastage, which is an important factor for
energy-sensitive applications such as battery-powered devices.
This study emphasizes the need for balancing FWHM choices
to achieve the desired balance between high intensity and uni-
form coverage, tailored to specific application requirements.
By providing detailed insights into FWHM optimization, this
study paves the way for designing more efficient and reliable
VLC systems. Further studies are encouraged to delve deeper
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into the interaction between FWHM and other parameters
to further enhance the capabilities and applications of VLC
technology.
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Abstract—This paper introduces a method of modeling indoor
wireless optical communication channels using MATLAB soft-
ware. The focus of the research is to simulate the characteristics
of the communication system between the transmitter and
receiver in an indoor environment using the line-of-sight (LOS)
propagation principle. The simulation results include the received
power distribution in various configurations of the number of
LEDs and variations in the field of view (FOV) of the receiver.
Simulations were performed with detailed optical parameter
settings, resulting in visualization of the power distribution in
graphs and tables. The main findings show that increasing the
number of LEDs can improve the even power distribution and
expand the communication coverage, while FOV variations affect
the intensity and quality of the received signal. This research
contributes to the optimization of Visible Light Communication
(VLC) systems to improve the reliability and efficiency of indoor
data transmission.

Index Terms—FOV, OWC, VLC, Optic, Technology

I. INTRODUCTION

The advent of Optical Wireless Communication (OWC)
marks a significant milestone in the evolution of communica-
tion technologies. As the digital era demands ever-increasing
data rates and secure communication channels, OWC has
emerged as a vital technology, leveraging the unique properties
of light to transmit data. Unlike traditional radio frequency
(RF) communication systems, OWC offers the advantages
of higher bandwidth, enhanced security, and immunity to
electromagnetic interference. This rapid technological progress
has paved the way for innovative applications and widespread
adoption of OWC in various sectors [1].

OWC systems utilize light, typically in the visible, infrared,
or ultraviolet spectrum, as a medium for data transmission.
These systems can be broadly categorized into three types
based on their operational spectrum and applications: Visi-

ble Light Communication (VLC), Infrared Communication,
and Ultraviolet Communication. VLC uses the visible light
spectrum (400-700 nm) and is particularly suitable for indoor
environments where LED lighting can simultaneously provide.
illumination and communication. Infrared communication, us-
ing wavelengths from 700 nm to 1 mm, is often employed
in short-range, point-to-point applications such as remote
controls. Ultraviolet communication, operating in the 10 nm
to 400 nm range, is used in specialized applications requiring
secure, non-line-of-sight (NLOS) communication [2].

The versatility of OWC systems allows for a wide range of
applications, particularly in indoor environments where they
support high-speed data transmission for WLANs, smart light-
ing, and device-to-device communication. Channel modelling
is crucial for optimizing OWC systems, as it simulates the
communication channel characteristics, accounting for factors
like optical attenuation, noise, and environmental conditions.
Indoor environments present unique challenges such as re-
flections, scattering, and absorption by walls and objects,
necessitating accurate modelling [3].

Field of view (FOV) and optical power management are
integral aspects in the deployment and operation of Visible
Light Communication (VLC) systems within indoor environ-
ments. FOV defines the angular range within which VLC
receivers can effectively receive optical signals from transmit-
ters [4]. In indoor settings, where VLC systems are deployed
alongside various light sources and obstacles, the FOV plays
a crucial role in ensuring reliable communication links. A
wider FOV allows receivers to capture signals over a broader
area, accommodating movements and positional adjustments
of devices without sacrificing connectivity [5]. However, the
trade-off involves managing optical power levels to maintain
signal integrity and avoid interference with neighbouring VLC
systems or ambient light sources [6].979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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Optical power management is equally critical as it directly
impacts the signal strength and range of VLC systems. Bal-
ancing transmit power levels is essential to achieve optimal
coverage while minimizing potential interference and ensuring
efficient data transmission rates for WLANs, precise control
of smart lighting systems, and seamless device-to-device com-
munication [7]. Moreover, effective channel modelling, which
considers factors like optical attenuation, noise characteristics,
and environmental conditions specific to indoor spaces, is
essential for accurately predicting signal propagation and
optimizing VLC system performance [8]. Together, FOV and
power management strategies enable VLC systems to over-
come the challenges posed by indoor environments, such as
reflections, scattering from surfaces, and absorption by walls
and objects [9]. By fine-tuning FOV parameters and carefully
managing optical power levels, VLC systems can maximize
their reliability, adaptability, and effectiveness in supporting
a wide array of indoor applications, ultimately enhancing
user experience and operational efficiency in modern indoor
communication infrastructures [10].

This paper aims to introduce a method for modelling optical
wireless communication channels using MATLAB software.
By employing a mathematical approach, the study allows for
a thorough analysis of the performance of optical wireless
communication systems. The primary focus is on modelling
channels for indoor optical wireless communication scenarios.
The paper will provide a detailed explanation of the MATLAB
simulation results, analysing the application of mathematical
model simulations in indoor conditions to understand channel
modelling performance [11]. Additionally, relevant optical
parameters will be presented in tabular form, serving as
a basis for comparing system performance across various
scenarios and conditions. This research aspires to contribute
significantly to the development and deeper understanding of
optical wireless communications [12].

II. METHOD

This research utilized laptop hardware components and
MATLAB software, specifically employing the MATLAB
programming language for mathematical modelling to achieve
accurate simulation results with optical parameters tailored
for indoor environments. The MATLAB simulation focused
on detailed modelling and analysis of indoor optical wireless
communication channels, providing comprehensive insights
into their performance. In the methodology section, the
study began by defining and exploring critical parameters
such as field of view (FOV) and optical power within
indoor Visible Light Communication (VLC) systems [13].
FOV, crucial for determining the angular range within
which receivers effectively detect transmitted optical signals,
was systematically varied and analyzed using MATLAB
simulations. This investigation aimed to assess how different
FOV settings impact signal coverage, reliability, and resilience
against indoor environmental challenges like reflections and
signal blockages caused by obstacles [14]. Additionally, the
research methodically examined the management of optical

power levels in VLC systems to optimize signal strength and
integrity across varying distances within indoor environments
[15]. This approach facilitated the evaluation of power
efficiency and the determination of optimal settings to achieve
robust data transmission rates essential for WLANs, smart
lighting, and device-to-device communication [16].

A. Literature Review
In indoor optical wireless communication systems, LEDs

are typically used as light sources, while photodetectors serve
as receivers. The LED acts as the transmitter, and the photode-
tector captures the optical signal, forwarding it to the receiver.
The photodetector is responsible for converting the incoming
optical signal (whether analogue or digital) into an electrical
signal, generally in the form of current or voltage [17].

Fig. 1. Geometry of LOS and FOV Propagation Model [design and
implementation] ] [18].

Fig. 1 illustrates the geometry modelling of optical commu-
nication transmission paths utilizing the line of sight (LOS)
and FOV methods. LOS represents a direct and unobstructed
transmission path between the transmitter and receiver, indi-
cating that the transmission path must remain free of obstacles
to ensure linear propagation of optical signals.

Fig. 2. Block diagram transmission.

Fig. 2 depicts the block diagram of a direct transmission
line. Here, the transmitter emits an optical signal as modulated
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light. This modulated signal travels linearly through the
medium to the receiver, which uses a photodetector to capture
it. The photodetector then converts the optical signal into an
electrical signal for further data processing [19].

B. Mathematical Model
To accurately characterize and optimize the performance

of indoor optical wireless communication (OWC) systems,
it is essential to develop a robust mathematical model. This
model will account for the unique propagation characteristics
and challenges encountered in indoor environments, including
reflections, scattering, and absorption by walls and objects.

A mathematical approach to measuring LOS propagation
uses the Lambertian model,

HA =
(m+ 1)Adet cos(ΦA)

(m+1)

2πd2
(1)

Where HA is the channel gain for the light source based on
the Lambertian model, m is the Lambertian order of emission
with m = − ln(2)

ln cosΦ1/2
and cosΦ1/2 is the semi-angle at half

power. cosΦA is the angle between the straight line from
the light source to the receiving point and the normal to the
receiving plane with cosΦA = h

d , Ψc : Reception angle (Field
of View, FOV) This is the maximum viewing angle of the
receiver.

d =
√
(Xr −Xt)2 + (Yr − Yt)2 + h2 (2)

D is the distance from the light source to the receiving
point that can be positioned in the vector plane. Where XR
and YR are the positions on the receiving plane, XT and YT
are the light source positions on the emitting plane, and h is
the distance between the transmitting plane and the receiving
plane.

Prec = Ptotal.HA.TsGcon (3)

Where Prec is the power received at the receiver from the
light source, Ptotal is the optical power emitted by the source,
Ts is the optical filter gain, and Gcon is the gain of the optical
concentrator with Gcon = n

sin θr
, n is the refractive index and

θr is the angle field of view of the receiver [20].

C. parameters of the system
Table I presents the details of the simulated space used

in this study to analyze the Visible Light Communication
(VLC) system in the context of indoor Optical Wireless
Communication (OWC). With room dimensions of 5 x 5 x 3
cubic meters, this study sets the distance between the source
and receiver planes at 2.15 meters, as well as the position of
the transmitter placed at coordinate (0,0). These parameters
were designed to simulate realistic environmental conditions,
allowing for an accurate evaluation of the effects of LED and
angle-of-view (FOV) variations on signal receivability in the
specified room configuration [21].

TABLE I
ROOM SPACE SIMULATIONS

No Space Simulation
1 Room dimension 5× 5× 3m3

2 Distance between source and receiver plane 2.15m
3 Transmitter position (0, 0)

Table II provides details of the optical parameters used in the
simulation of the Visible Light Communication (VLC) system
for this study. These parameters include a transmitter semi-
power angle of 70 degrees, an emitted optical power of 20
dBm, and a detector physical area of 0.0001 square meters. In
addition, the table also lists the optical filter gain value of 1,
the refractive index of 1.5, and the receiver field of view of
60 degrees. Each of these parameters plays an important role
in determining the efficiency and performance of the VLC
system, so a thorough understanding of these parameters is
crucial for analysis and optimization in OWC applications.

TABLE II
OPTICS PARAMETER

No Optics Parameter Value
1 semi-angle 70◦

2 Total 640 dBm
3 Detector (0.0001)
4 Gain of 1
5 Refractive 1.5
6 Angle field 20◦, 40◦, 60◦, 80◦

The combination of information from Tabel I and Tabel
II provides a comprehensive overview of the settings and
parameters used in the simulation of the Visible Light Commu-
nication (VLC) system for indoor Optical Wireless Communi-
cation (OWC) applications. Table I specifies the dimensions of
the simulation room which include a room size of 5×5×3m3,
a distance between the source and receiver of 2.15 meters, and
a transmitter position located at coordinate (0,0). Meanwhile,
Table II details key optical parameters such as a transmitter
semi-power angle of 70 degrees, a transmission optical power
of 640 dBm, a detector physical area of 0.0001 square meters,
an optical filter gain of 1, a refractive index of 1.5, and a
receiver viewing angle of 60 degrees. The combined data
allows for an in-depth evaluation of how the room config-
uration and optical parameters affect the performance of a
VLC system, especially in terms of signal-receiving power
and communication efficiency in an indoor environment.

III. RESULT AND DISCUSSION

The simulation models optical-electrical parameters and
room dimensions to analyze the distribution of received
power within a 5m x 5m x 3m room. It begins by defining
these parameters and mapping LED positions using a mesh
grid, with the receiver plane gridded for detailed analysis. For
Source One, the simulation calculates the distance and angle
vectors to the receiver plane, and the channel DC gain, then
computes the received power considering transmitted power,
channel gain, optical filter gain, and optical concentrator gain,
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setting it to zero for angles beyond the FOV. The received
power is mirrored across various axes for symmetry, converted
into decibels (dBm), and visualized with labelled axes and
a color bar. This provides insights into the VLC system’s
effectiveness and efficiency, highlighting the importance of
factors like LED layout, room size, and receiver specifications
for optimal performance.

A. Variation in the number of LEDs
Variations in the number of LEDs in indoor VLC systems

significantly influence their performance and coverage capa-
bilities. The number of LEDs determines how effectively the
system can illuminate spaces and transmit data, impacting
signal distribution and intensity. This exploration is crucial
for optimizing VLC systems to meet specific indoor commu-
nication needs, such as ensuring robust WLAN connectivity,
precise smart lighting control, and seamless device-to-device
communication. Understanding these variations is essential for
designing efficient VLC infrastructures that meet the demands
of modern indoor wireless communication requirements. Fur-
thermore, optimizing the number of LEDs can enhance energy
efficiency and reduce operational costs by minimizing power.

Fig. 3. Received Power with one LED.

Figure 3 describes the optical receiving power distribution
showing that the highest receiving power is around the LED
and decreases gradually with distance, indicating that the LED
emits light directionally with the highest intensity in the direct
beam direction. The communication range of indoor VLC with
a single LED can be estimated from the optical receiving
power which is still above -30 to -40 dBm at a distance of
about 2 m from the LED and its maximum power at -21 dBm
indicating that the communication range can reach about 2 m.
In addition, the optical received power distribution also shows
the influence of reflections from walls and other surfaces in the
room, which can be seen from the interference pattern in the
graph. The effect of these reflections can increase the optical
receiving power in some locations but can also decrease it in
other locations.

Fig. 4. Received Power with two LED.

Figure 4 describes the optical received power distribution
showing that the highest received power is in the vicinity of
the LED and decreases gradually with distance, indicating that
the LED emits light directionally with the highest intensity
in the direct beam direction. The communication range of
indoor VLC with 2 LEDs can be estimated from the optical
receiving power, which remains above -28 dBm at a distance
of about 2 meters from the LEDs, with a maximum power
of -20 dBm, indicating that the communication range can
reach about 2 meters. In addition, the optical received power
distribution also shows the influence of reflections from walls
and other surfaces in the room, evident from the interference
pattern in the graph. These reflections can increase the optical
receiving power in some locations but can also decrease it
in others, causing variations in signal strength throughout the
area. The presence of reflective surfaces plays a crucial role in
determining the quality and consistency of the signal, affect-
ing both the reliability and efficiency of data transmission.
Compared to the image of the indoor VLC with 1 LED,
this image shows that the optical received power distribution
with 2 LEDs is more even, which indicates that 2 LEDs can
increase the coverage area of the indoor VLC communication.
The use of multiple LEDs not only enhances coverage but
also reduces the likelihood of dead zones, providing more
stable and comprehensive communication capabilities across
the indoor environment. This setup demonstrates the potential
for scalable and adaptable VLC systems that can be tailored
to specific spatial configurations and communication needs.

Figure 5 describes the optical received power distribution
showing that the highest received power is in the vicinity of
the LEDs and decreases with distance, indicating a directional
beam of LED light with the highest intensity in the direct
direction. The communication range of indoor VLC with 3
LEDs can reach about 2 metres, as seen from the optical
receiving power that is still above -26 dBm at that distance
and the maximum power generated is -18 dBm. The effect of
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reflections from walls and other surfaces causes interference
patterns, which can increase or decrease the optical receiving
power in some locations. Compared to 1 and 2 LEDs, the
use of 3 LEDs results in more even power distribution and
wider communication coverage, improving the performance
of indoor VLC systems.

Fig. 5. Received Power with three LED.

The yellow area indicates the maximum optical power that
is transmitted and then distributed throughout the room with
the beam angle limit extending until the blue area indicates
the lowest optical power obtained by the receiver. As the
distance between the transmitter and receiver gets closer, the
optical signal does not need to travel such a long distance,
minimizing the signal attenuation due to the long distance.
However, too close a distance between the transmitter and
receiver can cause signal saturation. Saturation occurs when
the signal power received by the receiver is too high, causing
distortion and reducing signal quality.

B. Variation of FOV (Field of View) Values
The setting and optimization of optical parameters a crucial

aspect in the design of visible light-based communication
(VLC) systems. One of the parameters that greatly affects
the performance of these systems is the Field of View (FOV)
of the receiver. The FOV determines how wide the viewing
angle of the receiver is in capturing the optical signal emitted
by the LED. Variations in the FOV can significantly affect the
received power intensity and the quality of the received signal.
Therefore, it is important to understand how FOV changes
affect the performance of VLC communication systems in
various scenarios. This study aims to explore the impact of
FOV variations on the system performance, by measuring
the received power and other parameters for various receiver
viewpoints.

From Figure 6 The optical received power distribution
shows that the highest intensity is focused around the LED and
decreases with distance, indicating a directional beam from the
LED. The indoor VLC communication range using 1 LED and

Fig. 6. FOV value with one LED.

various FOV values varies, with the widest range at 20° FOV
and the smallest at 80° FOV. A smaller FOV results in a more
focused distribution of received power, while a larger FOV
results in a more dispersed distribution. The distribution pat-
tern of optical receiving power in visible light communication
(VLC) systems also reflects the influence of reflections from
walls and other surfaces, which can increase or decrease the
optical receiving power at certain locations. These variations
affect the quality and stability of indoor VLC signals, as
reflections can cause complex interference depending on their
position and angle. In some cases, reflections can enhance the
signal, while in others, they can lead to undesirable signal
cancellation. The application of more than one LED can
expand the communication coverage area and improve the
reliability of the VLC system in the face of challenges from
indoor environments full of reflections and shadows. Thus,
optimizing optical receiving power distribution and handling
reflections are key to improving the efficiency and performance
of indoor VLC communications. This involves strategies such
as strategic placement of LEDs, using signal coding techniques
to mitigate interference effects, and designing room layouts
that account for reflective factors. This approach can help
maximize data transmission and ensure a more stable and
reliable connection under various environmental conditions.

From Figure 7, the highest optical received power distri-
bution is focused around the LED and decreases gradually
with distance, indicating a directional beam with the highest
intensity directly from the direction of the LED. This pattern
reflects the inherent nature of LED emissions, where the
majority of the light is concentrated in the forward direction.
The concentrated power near the LED ensures strong signal
transmission nearby, making it crucial for applications requir-
ing high precision and intensity.

The indoor VLC communication range using 2 LEDs and
varying FOV values shows variation, with the widest range
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Fig. 7. FOV value with two LED.

at 20° FOV and the narrowest at 80° FOV. Different FOV
values result in different received power distribution patterns,
where a smaller FOV (20°) results in a more concentrated
distribution, while a larger FOV (80°) results in a more
dispersed distribution. This variation in distribution patterns
highlights the importance of selecting appropriate FOV set-
tings based on specific communication needs. A narrower FOV
is advantageous for focused communication in specific areas,
while a wider FOV can cover larger spaces with a more diffuse
signal, balancing the trade-offs between range and intensity.

Reflection effects from walls and other surfaces create in-
terference patterns that may increase or decrease the receiving
power at some locations. Compared to using 1 LED, the
received power distribution with 2 LEDs is more even and
has a wider communication range, increasing the coverage
area of indoor VLC communications. The presence of multiple
LEDs also mitigates shadowing effects and provides more
robust coverage in complex indoor environments. As such,
this technology offers flexibility in setting up lighting patterns
and receiving power distribution to optimize communication
performance in indoor VLC applications. The adaptability of
VLC systems to different spatial configurations and lighting
requirements makes them a versatile option for modern wire-
less communication.

Figure 8 explains that the highest optical received power
distribution is around the LED and decreases with distance,
indicating a directional beam of light with the highest intensity
in the direct direction. The communication range of an indoor
VLC with 3 LEDs varies depending on the FOV value; an
FOV of 20° results in the widest communication range, while
an FOV of 80° is the narrowest. A small FOV (20°) results
in a more concentrated distribution of received power, while
a large FOV (80°) is more dispersed. The effect of reflections
from walls and other surfaces is seen in the interference

Fig. 8. FOV value with three LED.

patterns that can increase or decrease the optical receiving
power at various locations. Compared to 1 and 2 LEDs, the
optical receiving power distribution with 3 LEDs is more even,
has a wider range, and higher receiving power, indicating
better communication coverage and superior performance. The
optical receiving power values from the images range from -
30 dBm to -40 dBm, with the highest values observed at 20°
FOV and proximity to the LEDs, while the minimum values
show no significant disturbances affecting the amplitude after
the filtering process. Additionally, the frequency of the signal
appears constant over the displayed time range, indicating no
significant frequency changes due to the filtering process. The
smooth signal curve, free from significant noise, demonstrates
that the filter has effectively attenuated any potential noise in
the original signal.

Indoor Visible Light Communication (VLC) systems use
LEDs for both illumination and data transmission, with per-
formance influenced by the number of LEDs and the receiver’s
Field of View (FOV). The number of LEDs affects light dis-
tribution and signal strength, while the FOV impacts the angle
at which the receiver detects the light. Analyzing how power
received varies with FOV for different LED configurations is
essential for optimizing VLC system design. The graph above
shows this relationship for three different LED setups (LED1,
LED2, and LED3).

Figure 9 shows the relationship between Field of View
(FOV) and Power received in an indoor Visible Light Commu-
nication (VLC) system with a varying number of LEDs. The
graph shows three different LEDs (LED1, LED2, and LED3)
with their measured power receive values at various FOV
values (20, 40, 60, and 80 degrees). In general, the receiving
power decreases as the FOV increases for all three LEDs.
LED1 has the lowest receiving power among the three LEDs,
while LED3 has a relatively higher receiving power at almost
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Fig. 9. Received power from varyi.ng the number of LEDs and FOV values.

all FOV values. This shows that larger viewing angles tend
to reduce the received signal intensity, which could be due to
the wider dispersion of light and reduced signal concentration
at larger angles. Variations in the number of LEDs and their
optical characteristics, such as light intensity and angle of
spread, greatly affect the performance of the VLC system in
terms of power reception, with LED3 performing better than
LED1 and LED2 under the conditions tested.

IV. CONCLUSION

This paper examines indoor wireless optical communication
channel models using MATLAB, focusing on Lambertian
models to predict the performance of Optical Wireless Com-
munication (OWC) systems. OWC technology, particularly
Visible Light Communication (VLC), offers advantages over
radio frequency (RF) systems such as higher bandwidth,
better security, and immunity to electromagnetic interference,
making it particularly suitable for indoor applications. By
utilizing LEDs as light emitters, VLC enables the use of
existing light sources in the room for both communication and
illumination. Simulation results show that increasing the num-
ber of LEDs and varying the receiver’s angle of view (FOV)
have a significant impact on the received power distribution
and communication coverage; the more LEDs used, the more
even the power distribution and the wider the communication
coverage, while varying the FOV affects signal intensity and
quality. In a VLC system, FOV variation allows adjustment
of the reception range to ensure communication reliability
over a large area and reduce the area without signal. Thus,
modeling indoor OWC channels using MATLAB provides
valuable insights for VLC system optimization, highlighting
the importance of optical parameter settings in improving the
performance and effectiveness of light-based communications
in indoor environments, while opening up opportunities for
further innovation in this field.

REFERENCES

[1] H. Haas, J. Elmirghani, I. White, and H. Haas, “Optical wireless
communication Subject Areas: Author for correspondence,” 2020.

[2] I. B. Djordjevic, Advanced Optical and Wireless Communications Sys-
tems: Second Edition. 2022.

[3] A. Al-Kinani, C. X. Wang, L. Zhou, and W. Zhang, “Optical wire-
less communication channel measurements and models,” IEEE Com-
mun. Surv. Tutorials, vol. 20, no. 3, pp. 1939–1962, 2018, doi:
10.1109/COMST.2018.2838096.

[4] A. Singh, A. Srivastava, and V. A. Bohara, “Optimum LED semiangle
and the receiver FOV selection for Indoor VLC System with Human
Blockages,” pp. 1–7.

[5] A. Singh, A. Srivastava, V. A. Bohara, and A. K. Jagadeesan, “Perfor-
mance of Indoor VLC System under Random Placement of LEDs with
Nonimaging and Imaging Receiver,” IEEE Syst. J., vol. 16, no. 1, pp.
868–879, 2022, doi: 10.1109/JSYST.2020.3019823.

[6] A. G. A. Al-Sakkaf and M. Morales-Cespedes, “Interference Man-
agement for VLC Indoor Systems Based on Overlapping Field-of-
View Angle Diversity Receivers,” IEEE Access, vol. 12, no. April, pp.
51431–51449, 2024, doi: 10.1109/ACCESS.2024.3381968.

[7] S. M. El-Garhy, H. Fayed, and M. H. Aly, “Power distribution and
BER in indoor VLC with PPM based modulation schemes: a com-
parative study,” Opt. Quantum Electron., vol. 51, no. 8, 2019, doi:
10.1007/s11082-019-1970-1.

[8] F. Miramirkhani and M. Uysal, Channel modelling for indoor visible
light communications, vol. 378, no. 2169. 2020.

[9] D. N. Anwar, A. Srivastava, and V. A. Bohara, “Adaptive channel esti-
mation in VLC for dynamic indoor environment,” Int. Conf. Transparent
Opt. Networks, vol. 2019-July, no. 0, pp. 1–5, 2019, doi: 10.1109/IC-
TON.2019.8840284.

[10] I. Abdalla, M. B. Rahaim, and T. D. C. Little, “Interference Mitigation
through User Association and Receiver Field of View Optimization in a
Multi-User Indoor Hybrid RF/VLC Illuminance-Constrained Network,”
IEEE Access, vol. 8, pp. 228779–228797, 2020, doi: 10.1109/AC-
CESS.2020.3045929.

[11] A. M. Ramirez-Aguilera, J. M. Luna-Rivera, V. Guerra, J. Rabadan,
R. Perez-Jimenez, and F. J. Lopez-Hernandez, “A Review of Indoor
Channel Modeling Techniques for Visible Light Communications,” Proc.
- 2018 10th IEEE Latin-American Conf. Commun. LATINCOM 2018,
pp. 1–6, 2018, doi: 10.1109/LATINCOM.2018.8613205.

[12] A. Kumar and S. K. Ghorai, “Performance of MIMO-VLC Sys-
tem for Different Radiation Patterns of LED in Indoor Opti-
cal Wireless Communication System,” Int. Symp. Adv. Networks
Telecommun. Syst. ANTS, vol. 2019-December, pp. 2–6, 2019, doi:
10.1109/ANTS47819.2019.9118062.

[13] S. Chatterjee and B. Roy, “Design, development and practical realization
of a VLC supportive indoor lighting system,” Light Eng., vol. 28, no.
3, pp. 87–97, 2020, doi: 10.33383/2019-048.

[14] I. Abdalla, M. Rahaim, and T. Little, “Impact of Receiver FOV
and Orientation on Dense Optical Networks,” Proc. - IEEE Glob.
Commun. Conf. GLOBECOM, pp. 1–6, 2018, doi: 10.1109/GLO-
COM.2018.8647842.

[15] D. T. Nguyen, S. Park, Y. Chae, and Y. Park, “VLC/OCC Hybrid Optical
Wireless Systems for Versatile Indoor Applications,” IEEE Access, vol.
7, pp. 22371–22376, 2019, doi: 10.1109/ACCESS.2019.2898423.

[16] Y. Wang et al., “Impact of LED transmitters’ radiation pattern on
received power distribution in a generalized indoor VLC system,” Opt.
Express, vol. 25, no. 19, p. 22805, 2017, doi: 10.1364/oe.25.022805.

[17] O. Alsulami, A. T. Hussein, M. T. Alresheedi, and J. M. H. Elmirghani,
“Optical Wireless Communication Systems, A Survey,” pp. 1–22, 2018.

[18] Z. Ghassemlooy, W. Popoola, and S. Rajbhandari, Optical Wireless
Communications. 2019.

[19] C. Jenila and R. K. Jeyachitra, “Green indoor optical wireless
communication systems: Pathway towards pervasive deployment,”
Digit. Commun. Networks, vol. 7, no. 3, pp. 410–444, 2021, doi:
10.1016/j.dcan.2020.09.004.

[20] K. Wang, Indoor Infrared Optical Wireless Communications Systems
and Integration. Taylor & Francis Group, LLC, 2020.

[21] K. Wang, T. Song, S. Kandeepan, H. Li, and K. Alameh, “Indoor
optical wireless communication system with continuous and simulta-
neous positioning,” Opt. Express, vol. 29, no. 3, p. 4582, 2021, doi:
10.1364/oe.409395.

51 



Effect of Temperature Using Silica, POF, and
Fluoride Glasses Materials in Optical Fiber on

Refractive Index and Attenuation
Nida Salsabila Ary Syahriar Octarina Nur Samijayani

Dept. Electrical Engineering Dept. Electrical Engineering Dept. Electrical Engineering
University of Al-Azhar Indonesia University of Al-Azhar Indonesia University of Al-Azhar Indonesia

Jakarta, Indonesia Jakarta, Indonesia Jakarta, Indonesia
nidasalsabila423@gmail.com ary@uai.ac.id octarina.nur@uai.ac.id

Ivan Adhi Pramana Arman Haditiansyah Faathir Alfath Risdarmawan
Dept. Electrical Engineering Dept. Electrical Engineering Dept. Electrical Engineering

University of Al-Azhar Indonesia University of Al-Azhar Indonesia University of Al-Azhar Indonesia
Jakarta, Indonesia Jakarta, Indonesia Jakarta, Indonesia

ivanadhiprmna@gmail.com armanhaditiansyah@gmail.com faathiralfath1303@gmail.com

Abstract—This paper explores the effect of temperature on the
refractive index and attenuation of various types of optical fibers,
including Silica, POF (Polymer Optical Fiber), and Fluoride
Glasses, at wavelengths of 850 nm, 1310 nm, and 1550 nm.
Measurements were taken over a temperature range of 0°C
to 300°C to understand how temperature variations affect the
optical properties of each material. The results show that an
increase in temperature leads to a small but consistent decrease
in refractive index across all fiber optic types. Attenuation also
increases with temperature, with a more significant increase in
POF compared to Silica and Fluoride Glasses. These findings are
important for optical applications where temperature stability is
an important factor.

Index Terms—Optical Fiber, Refractive Index, Attenuation,
Temperature Effect, Silica, POF (Polymer Optical Fiber), Flu-
oride Glasses.

I. INTRODUCTION

Optical fiber is a very important technology in modern
communications, especially in high-speed data transmission.
Optical fiber consists of a core that has a high refractive
index, flanked by a protective layer (cladding) that has a lower
refractive index. This structure allows light to propagate in
the core by means of perfect reflection, so that light does not
escape from the optical fiber [1].

The refractive index of a material greatly affects the refrac-
tion and reflection of light in an optical fiber. A high refractive
index in the core allows light to propagate with high speed
and stable intensity. This is very important in maintaining
the quality of the signal transmitted through the optical fiber.
Meanwhile, attenuation is a decrease in the intensity of the
light signal propagating in the optical fiber [2]. Attenuation can
be caused by several factors, such as absorption, scattering,
and radiation loss. Low attenuation is essential to maintain
signal quality and ensure that data can be received with

high accuracy [3]. Refractive index and attenuation are very
important in the design and use of optical fibers because they
have a direct effect on data transmission performance. A high
refractive index allows light to propagate with high efficiency,
while low attenuation ensures that the signal does not lose
intensity significantly during the journey [4].

The effect of the variable temperature degree will affect the
thermal expansion value of the optical component material,
which affects the shape coefficient and position coefficient.
While the shape coefficient depends on the value of the radius
of curvature for the surface of the optical component and the
position coefficient depends on the distance value of the object
& image [5].

The change in the value of shape coefficient and position
coefficient will be transferred indirectly to the focal length
value as any change in the refractive index of the optical
component material will change the value of shape coefficient
and position coefficient. Therefore, the focal length can be
calculated

from the following equation :

f =
K

n− 1
(1)

While K is geometric constant, any variable in refractive
index will be a variable in focal length, so any variable in
temperature it will be a variable in refractive index, therefore,

∂f

∂n
=

K

(n− 1)2
(2)

Ultimately, any change in the focal length value will be
a change in the shape of the focal point which will cause
defocus or a distorted image, while the change in focal length,
as follows:979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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∆f =
∆nK

(n− 1)2
(3)

The materials used in optical fibers to calculate the refractive
index and tentation due to temperature changes are silica
(silicone dioxide) and POF (polymer optical fiber), which
Silica has a relatively small thermo-optical coefficient, about
−1×10−5/◦C. This means that the change in refractive index
with temperature change is minimal. The refractive index
in silica decreases slightly with increasing temperature, but
this change is very small and insignificant in many practical
applications, because of this very small change silica is the
first choice in terms of applications that require high stability.
Silica has a very low attenuation, about 0.2 dB/km at the com-
munication wavelength (1550 nm), this attenuation increases
slightly with increasing temperature due to slightly higher
Rayleigh scattering [6]. Silica-based optical fiber technology
is becoming popular in many industries because it can be
used for communication on Earth and in space, as well as
for measuring strain, temperature, and pressure [7].

Whereas POF usually uses Polymethyl Methacrylate
(PMMA) or other polymeric materials as the core. POF has
a larger thermo-optical coefficient, about −3× 10−4/◦C. The
change in refractive index with temperature is more significant
than that of silica. This means that the refractive index of POF
decreases faster as the temperature increases, which can affect
the quality of light transmission in the fiber. POF has higher
attenuation, often around 1 dB/km or more at communication
wavelengths. A rise in temperature can cause a greater increase
in attenuation compared to silica, partly due to increased
scattering and absorption [8] [9].

Then the refractive index of fluoride glasses is influenced
by temperature. As the temperature increments, the molecular
structure of the material can experience thermal extension,
which in turn can change the density and interactions be-
tween molecules inside the material. Temperature coefficient
of refractive index for fluoride glasses, the refractive index
ordinarily includes a negative value, which suggests that
the refractive index decreases as the temperature increases.
Although the value of this coefficient can change depending
on the particular composition of the fluoride glass utilized,
the values are generally within the range of −1 × 10−5

to −3 × 10−5 per ◦C. Whereas the attenuation in fluoride
glasses is low, especially within the infrared extend. The low
scattering permits for high speed information transmission
without significant signal distortion [10].

II. METHODOLOGY

A. The Importance of Temperature Effect and The Matlab
Simulation

This research is important because by understanding the
effect of temperature on refractive index and attenuation,
fiber optic manufacturers can select or develop more stable
materials for applications that require high reliability, such
as telecommunications or temperature sensors. Three fiber
optic materials that are already widely used in the industry,

namely silica, fluoride glasses and POF, were compared[5].
Furthermore, the simulation-based approach allows the optical
characteristics of the three materials to be studied without the
need for direct experiments, which are more expensive, and
these simulations also provide preliminary data that can form
the basis for further testing, making it more efficient in terms
of time and cost [9]. The results of this study are also useful
for industries that require fiber stability in environments with
high temperature fluctuations, such as oil and gas and medical.
This information will also help optimize the performance of
fiber optic sensors in harsh environments [13].

This research uses MATLAB simulation by creating a sim-
ulation model in MATLAB using optical parameters (such as
refractive index and initial attenuation) and relevant gradients
of change (such as change with temperature and wavelength).
Then calculate and analyze the data by specifying the desired
temperature range (0◦C to 300◦C) and wavelength. Simulate
the changes in refractive index and attenuation at various
temperatures and wavelengths for each fiber material (silica,
POF, and fluoride) [14].

B. Materials of Fiber Optic

Fig. 1. Silica Fiber Optic

Figure 1 is fiber optic of silica that a special type of tube
made of different layers. The inside layer (Silica Core) is like a
path for light to travel through and is made of a material called
silica. The middle layer (Glass Cladding) is like a shield that
helps keep the light inside the tube. The outside layer (Polymer
Outer Coats) is like a protective jacket that keeps the tube safe
from getting damaged.

Figure 2 shows POF optical fiber consisting of a single-
core sheath which is a single protective layer that protects
the plastic optical fiber to keep it safe and stable. POF Fiber
is the inside of this cable made of plastic optical fibers that
can transmit data using light. The outer sheath is the outer
layer of this cable protecting all parts of the cable from
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Fig. 2. POF Fiber Optic [11]

Fig. 3. Fluoride Glasses Fiber Optic [12]

physical damage, moisture, and other environmental factors.
Strain relief using aramid yarn is an aramid rope used to
provide additional strength to the cable and prevent damage
due to pressure or pulling [15].

Figure 3. shows a fluoride glass optical fiber consisting of
a Fluoride Glass Core: This is the centerpiece of an optical
fiber made of fluoride glass. The core is the main medium for
transmitting light, where optical signals pass through this core:
This covering layer is also made of fluoride glass, which has
a lower refractive index than the core. Its job is to keep light
inside the core by reflecting light back into the core through
a phenomenon called total internal reflection. An acrylate
coating is like a protective outer layer made of a special
material called acrylate. Its main task is to keep the optical
fiber safe from damage [16].

C. Parameters of Refractive Index Based on Wavelength

The index of refraction of silica and fluoride glasses can
be calculated using the Sell Meier Equation, which is a very
accurate mathematical model for calculating the index of
refraction of a material based on the wavelength of light. And
this one is mathematical equation of sell Meier :

n2(λ) = 1 +
3∑

i=1

Biλ
2

λ2 − Ci
(4)

n(λ) is the refractive index at wavelength λ, Bi and Ci

are Sellmeier constants for a particular material. λ is the
wavelength of light in micrometers (µm). While the refractive
index of POF can be calculated using Cauchy’s Equation,
which is an empirical model to describe how the refractive
index of optical materials changes with wavelength. And here
is the equation of Cauchy’s:

n(λ) = A+
B

λ2
+

C

λ4
(5)

n(λ) is the refractive index at wavelength λ. A, B, and
C are constants corresponding to the material used. λ is the
wavelength of light in micrometers (µm).

TABLE I
PARAMETERS OF REFRACTIVE INDEX

Material Equation Constant Value
Silica Sell Meier B1 0.6961663

Equation B2 0.4079426
B3 0.8974794
C1 0.06840432

C2 0.11624142

C3 9.8961612

POF (PMMA) Cauchy’s A 1.489
Equation B 0.005

C 0
Fluoride Glasses Sell Meier B1 0.40351

(ZBLAN) Equation B2 0.37825
B3 2.1161
C1 0.019132

C2 0.04642

C3 102

From the table parameters and every equation of Sell Meier
and Cauchy we get the result refractive index vs wavelength
in every material

TABLE II
RESULT OF REFRACTIVE INDEX VS WAVELENGTH

Wavelength Refractive Refractive Refractive Index
(nm) Index Silica Index POF Fluoride Glasses
650 1.4534 1.4961 1.3425
850 1.452 1.4934 1.34
1310 1.4479 1.4903 1.3368
1550 1.444 1.4891 1.3345
2000 1.4415 1.4883 1.331

The refractive index of Silica shows a slight decrease
with increasing wavelength. This indicates that Silica has a
relatively stable refractive index in the wavelength range tested
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Fig. 4. Refractive index Vs Wavelength

(600-2000 nm) [11]. POF has an almost constant refractive
index with a slight decrease. This indicates that POF is
less sensitive to wavelength changes compared to Silica and
Fluoride Glasses. Fluoride Glasses showed a more significant
decrease in refractive index with increasing wavelength, in-
dicating that this material is more sensitive to wavelength
changes.

D. Parameters of Attenuation Based on Wavelength

Attenuation in fiber optics is the reduction of light sig-
nal power as it propagates through the fiber and is usually
measured in dB/km (decibels per kilometer) [19]. Here’s the
mathematical equation for calculating attenuation:

α =
10

L
log10

(
Pin

Pout

)
(1)

α is the attenuation in dB/km, L is the length of the fiber in
kilometers (km), Pin is the optical power going into the fiber,
and Pout is the optical power exiting the fiber after a distance
of L. So that from the equation we get the graphic bellows:

Fig. 5. Attenuation Vs Wavelength

Silica is the most efficient fiber optic material with the
lowest attenuation over the entire wavelength range shown.

TABLE III
RESULT OF REFRACTIVE INDEX VS ATTENUATION

Materials Wavelength (nm) Attenuation (dB/km)
Silica 850 2.5

1310 0.35
1550 0.2

POF 850 50
1310 20
1550 20

Fluoride Glasses 850 1
1310 0.5
1550 0.5

POF (Plastic Optical Fiber) has much higher attenuation, es-
pecially at shorter wavelengths, but decreases with increasing
wavelength. Fluoride Glasses perform well, with very low
attenuation, close to that of Silica.

E. Parameter of Temperature

Temperature parameters for different types of materials,
namely Silica, POF (Plastic Optical Fiber), and Fluoride
Glasses. Divided into 3 temperature categories: 0-100°C, 101-
200°C, and 201-300°C. This division is necessary to analyze
in more detail the response or change in optical characteristics
of each material at a certain temperature. The materials show
heat different temperature ranges, which may have an effect
on their light transmission properties or material stability in
optical applications. This is useful for understanding how each
material may perform at different temperatures, for example, in
fiber optic applications in environments with high temperature
fluctuations.

To find the effect of temperature on refractive index and
attenuation on silica, POF, and fluoride glasses materials, there
are 3 parameters: first parameter is from 0-100°C, and then
from 100-200°C, and the last one from 200-300°C. And this
one is the mathematical equation how to find refractive index
based on temperature effect and wavelength:

n(T, λ) = n0 +
dn

dT
× T +

dn

dλ
(λ− λ0) (2)

Where n0 is the initial refractive index. dn
dT is the rate

of change of refractive index with temperature. T is the
temperature change from the reference temperature. dn

dλ is the
rate of change of refractive index with wavelength. λ0 is the
reference wavelength. And then this one is the mathematical
equation on how to find attenuation based on temperature
effect and wavelength:

A(T, λ) = A0 +
dA

dT
× T +

dA

dλ
(λ− λ0) (3)

A0 is the initial attenuation. dA
dT is the rate of change of

attenuation with temperature. T is the temperature change
from the reference temperature. dA

dλ is the rate of change of
attenuation with wavelength. λ0 is the reference wavelength.
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Fig. 6. A Graph of Temperature Effect 0-100°C on the Refractive Index

Fig. 7. A Graph of Temperature Effect 0-100°C on the Attenuation

III. RESULT AND DISCUSSION

A. Effect of Temperature on Refractive Index and Attenuation
on Temperature 0-100°C

Fig. 6 show at temperatures 0-100°C, at a wavelength of
850 nm silica material with a refractive index of 1.463 to
1.453, then in POF material 1.49 to 1.47, in Fluoride glasses
material 1.344 to 1.339 while at a wavelength of 1310nm
silica material from 1.44 to 1.43, POF material from 1.444
to 1.424, and flouride glasses material from 1.3348 to 1. 3298
then at a wavelength of 1550 in silica material from 1.428
to 1.418, in POF material from 1.42 to 1.4. from the above
data it can be concluded that from temperature 0-100°C the
refractive index decreases and also the longer the wavelength
the lower the refractive index but at wavelengths of 1310 and
1550 the decrease in refractive index is not too significant.

Fig. 7 shows while the effect temperature on 0-100°C the
attenuation on silica increased, at a wavelength of 850nm from
-0.11 to 0.89, then on POF material from 20db/km - 22db/km,
and on fluoride glasses material from 0.15db/km - 0.65db/km.
Then at wavelength 1310 the attenuation of the silica material
from 0.35 to 1.35, the POF material from 20.92db/km -
22.92db/km, and the fluoride glasses material from 0.38db/km
- 0.88db/km while at wavelength 1550 the attenuation of the
silica material from 0. 59db/km - 1.59db/km, POF material
from 21.4db/km - 23.4db/km, and Fluoride glasses material
from 0.5db/km - 1db/km so that the longer the wavelength, the
temperature effect that affects the attenuation will increase.

B. Effect of Temperature on Refractive Index and Attenuation
in Temperature 100-200°C

Fig. 8. A Graph of Temperature Effect on the Refractive Index 100-200°C

Fig. 9. A Graph of Temperature Effect 100-200°C on the Attenuation
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Fig. 8 shows at a temperature of 100-200 °C, the effect of
temperature on refractive index decreased in silica material, at
a wavelength of 850nm from 1.4332 - 1.4232, in POF material
from 1.46 - 1.44, and in fluoride glasses material from 1.339 -
1. 334, while at a wavelength of 1310nm, silica material from
1.43 - 1.42, POF material from 1.414 - 1.394, and fluoride
glasses material from 1.3298 - 1.3248, then at a wavelength
of 1550nm silica from 1.4283 - 1.4183, POF material from
1.39 - 1.37, and fluoride glasses material from 1.325 - 1.32.

Fig. 9 show while the effect of temperature 100-200 °C on
attenuation increases, at a wavelength of 850nm silica material
from 0.89db/km - 1.89 dB/km, POF material from 22db/km
- 24db/km, and fluoride glasses material from 0.65db/km -
1.15db/km, then at a wavelength of 1310nm silica material
from 1. 35db/km - 2.35db/km, POF material from 22.92db/km
- 24.92db/km, and fluoride glasses material from 0.88db/km
- 1.38db/km, then at a wavelength of 1550nm silica material
from 1.59db/km - 2.59db/km, POF material from 23.4db/km
- 25.4db/km and fluoride glasses material from 1db/km -
1.5db/km

C. Effect of Temperature on Refractive Index and Attenuation
in Temperature 200-300°C

Fig. 10. AA Graph of Temperature Effect on the Refractive Index 200-300°C

Fig. 10 show at temperatures 200-300°C, the effect of
temperature on refractive index decreased, at a wavelength of
850nm, silica material from 1.4232 - 1.4132, POF material
from 1.44 - 1.42, and fluoride glasses material from 1.334 -
1.329, then at a wavelength of 1310nm silica material from
1. 42 - 1.41, POF material from 1.394 - 1.374, and fluoride
glasses material from 1.3248 - 1.3198, then at a wavelength of
1550nm silica material from 1.4183 - 1.4083, POF material
from 1.37 - 1.34, and fluoride glasses material from 1.32 -
1.315.

Fig. 11 show while the effect of temperatures 200-300°C
on attenuation increases, at a wavelength of 850nm the
silica material from 1.89db/km - 2.89db/km, POF material
from 24db/km - 26db/km, and fluoride glasses material from
1.15db/km - 1.65db/km, then at a wavelength of 1310nm from

Fig. 11. A Graph of Temperature Effect 200-300°C on the Attenuation

0.35db/km - 1.35db/km, POF material from 24.92db/km -
26.92db/km, and fluoride glasses material from 1.38db/km -
1.88db/km. At the wavelength of 1550nm, the silica material
was 2.59db/km - 3.59db/km, the POF material was 25.4db/km
- 27.4db/km, and the fluoride glasses material was 1.5db/km
- 2db/km.

IV. CONCLUSIONS

The refractive index of all types of optical fibers tested
shows a decrease as the temperature increases. This decrease
is relatively small, especially in Silica and Fluoride Glasses,
which show good thermal stability. POF, although also stable,
shows slightly more variation with temperature compared to
Silica. Meanwhile, the attenuation increases with temperature
at all wavelengths tested. This increase is greater in POF
compared to Silica and Fluoride Glasses. Silica exhibits the
least attenuation and is stable, making it a better choice for
applications where signal loss must be minimized. Silica and
Fluoride Glasses materials are recommended for applications
that require high temperature stability, while POF may be more
suitable for applications that are more tolerant of temperature
variations. The use of the right material under different thermal
conditions is critical to ensure optimal performance of the fiber
optic.
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Abstract—Solar energy is a major source of energy for humans.
This energy is derived from solar radiation using photovoltaic
(PV) systems, which convert thermal energy into electrical energy.
In this regard, PV panel technology has made rapid progress
in addressing electricity demands in homes, businesses, and
industries. Although solar panels are successful at generating
power from sunshine, their efficiency can be influenced by
operational temperature, which is heavily influenced by ambient
temperature. To monitor the temperature of solar panels, the
author created a tool that is incorporated into the Android
mobile platform. This tool includes three types of sensors: DHT11
for external temperature, DS18B20 for solar panel temperature,
and PZEM-017 for voltage, current, and power on the panel.
This study found that the DHT11 sensor is 0.65% accurate, the
DS18B20 sensor is 0.12% accurate, and the PZEM-017 sensor
has a voltage reading error of 0.20%, a current reading error
of 0.65%, and a power reading error of 0.65%. In addition,
the monitoring system is designed to send real-time notifications
when the panel temperature hits 50. The biggest temperature
increases from 11.00 to 12.30 is shown in the 7-day test data, with
a decrease in power proportional to the increase in temperature.
These findings are verified by test graphs that show the trends.

Index Terms—Solar panel, panel temperature, temperature
sensor, monitoring, photovoltaic

I. INTRODUCTION

Energy is one of humanity’s most basic requirements. Solar
energy is obtained by transforming the heat energy emitted
by the sun through certain equipment into various resources.
A.C. Becquerel devised the technique for utilizing solar energy
in 1839. He utilized silicon crystals to transform solar radia-
tion into electrical energy [1]. With the advancement of PV
(Photovoltaic) panel technology, electricity sources for houses,
offices, and industry, among others, have advanced more
quickly. PV panels have the advantage of being ecologically
friendly and widely available in practically every part of the

world. The essential component of PV panels is photovoltaic
cells, which convert photon energy in sunlight into electrical
energy [2]. Solar panels convert photon energy from the sun
into electrical energy and are always directly exposed to the
elements [2]. One issue that might affect the performance
of a solar panel module is its temperature. Meanwhile, the
temperature of the solar panel is influenced by the temperature
of its surroundings.Solar panels are built of crystalline silicon,
hence the higher the temperature, the poorer the performance.
The goals for designing this tool include:

1) Create a prototype tool and application that detects
temperature spikes on solar panels.

2) Test the equipment, specifically sensor and delay testing.
3) Understand the relationship between time and tempera-

ture rise.

II. THEORETICAL BACKGROUND

A. Literature Review

The study titled ”Using the ESP32 Microcontroller Data
Processing” Discusses the ESP32 microcontroller’s develop-
ment experience and provides a complete picture of future data
processing platform enhancements [9]. The study, titled ”IoT-
based Temperature Increase Monitoring System in Transform-
ers,” employs ESP32 as a controller to monitor temperature
increases in transformers to maintain transformer performance
and prevent overheating.

The research titled ”IoT-Based Environmental Temperature
and Humidity Monitoring System and Solar Electricity” uses
the DH11 sensor to remotely monitor environmental condi-
tions to help determine the scenario and conditions that arise
[14].

979-8-3315-1921-6/24/$31.00 ©2024 IEEE

59 



The study is titled ”Early Warning System for Flood Danger
in Irrigation Areas”. Discussing the usage of the modular
editor in the monitoring system built in this study, it was
successful in sending notifications or warning messages to
users via Android devices [5].

Studies titled ”Monitoring Water Chiller Temperature using
an Android Platform Based on IoT (Internet of Things)”.
Discusses Kodular as an application that may be used to
show the temperature read by the sensor as well as provide
notifications based on changes in the sensor’s temperature state
[11].

B. Internet of Things (IoT)

The utilization of the Internet of Things (IoT) provides
significant benefits for the advancement of social life and
civilization. The Internet of Things (IoT) is a network of com-
puters and other gadgets that may be managed remotely over
the internet. The usage of IoT promotes the development of
concepts for large-scale data storage (big data) and integrated
data storage media (data centers) that can be accessed remotely
[21].

C. Solar Panel

Solar panels are semiconductor components that transform
light wave energy from the sun into electricity. Solar cells
capture sunlight from semiconductor cells and turn it into
electricity. Conventional solar cells operate on the p-n junction
principle, which distinguishes between p-type and n-type semi-
conductors. The structure of this semiconductor is composed
of many atomic bonds made up of electrons, which are the
main building blocks.

Fig. 1. Polycrystalline Panel

D. Microcontroller

A microcontroller is an electronic component shown on a
physical microcontroller, which is an electronic component
combined with one another to perform the function of con-
trolling and controlling a specific job or work in a specified
manner. A microcontroller is a single-chip computer that uses
a microprocessor as its processing brain (E-Book).

Fig. 2. Monocrystalline Panel

Fig. 3. ESP32 Microcontroller

In this research paper, the microcontroller utilized is the
ESP32, a robust and versatile module known for its dual-core
processor and Wi-Fi/Bluetooth connectivity. Manufactured by
Ekspresif Systems, the ESP32 is powered by a 32-bit LX6
microprocessor that can reach clock speeds of up to 240 MHz,
making it suitable for high-performance IoT applications.
It comes with up to 520 KB of SRAM, supports various
communication protocols (UART, SPI, I2C, and CAN), and
includes a range of digital and analog GPIO pins. The ESP32
also integrates built-in sensors, such as a hall effect sensor
and temperature sensor, providing enhanced functionality for
real-time data monitoring and control in embedded systems.
With low power modes and extensive peripheral support, it
is an ideal choice for IoT projects requiring efficient wireless
communication and processing capabilities.

E. DS18B20 Sensor

The DS18B20 sensor detects room temperature from -55°C
to 125°C with an accuracy of ±0.5°C from -10°C to +85°C
and a resolution of 9-12 bits. If many sensors are linked in
simultaneously, the data from the output can be read using a
single data cable or (one-wire) [28].

F. DHT11 Sensor

The DHT11 sensor is a basic, ultra-low-cost digital sensor
used for measuring temperature and humidity. It combines a
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Fig. 4. DS18B20 Sensor

capacitive humidity sensor and a thermistor to measure the
surrounding air, providing a digital signal on the data pin
without requiring additional components. With a temperature
measurement range of 0–50°C and an accuracy of ±2°C, and a
humidity range of 20–80% RH with an accuracy of ±5% RH,
the DHT11 is suitable for simple environmental monitoring
applications. The sensor operates at a voltage range of 3.3V
to 5.5V, making it compatible with most microcontrollers.
Although it has a slower response time and limited precision
compared to more advanced sensors, the DHT11 is widely
used in IoT projects due to its affordability, ease of use,
and compatibility with Arduino, ESP32, and other popular
development boards. [16].

Fig. 5. DHT11 Sensor

G. PZEM-017 Sensor

The PZEM-017 sensor is intended to monitor voltage,
current, and power. This sensor can measure DC power up
to 300VDC and an external shunt current of 50A to 300A.

H. LCD 12C

LCD (Liquid Crystal Display) is a type of electronic device
that uses CMOS logic technology to reflect or transmit light
via a front-light or back-light source. LCDs serve as data pro-
cessors, displaying characters, letters, numbers, and images.
LCDs are made up of many layers of clear glass crystals
and transparent indium oxide electrodes. This layer has seven
segments and is positioned on the rear glass.

The LCD’s memory comprises of 9,920 bits CGROM, 64
bytes CGRAM, and 80x8 bits DDRAM. LCDs come in two

Fig. 6. PZEM-017 Sensor

shapes and sizes: 20x4 and 16x2, which means the maximum
number of characters per line is 20 or 16, and the maximum
number of lines is 4 or 2. The LCD module comes with
memory [33].

Fig. 7. LCD 12C

I. Arduino IDE

Arduino IDE (Integrated Development Environment) is soft-
ware that allows you to develop, edit, and upload program
code to a microcontroller board. The Arduino IDE software
is written in the JAVA programming language and includes a
C/C++ library to facilitate input and output operations. This
software can be used to program a variety of boards, including
the Arduino Nano, Arduino Leonardo, Mappi32, NodeMCU,
and others. The program code used by Arduino is known as
the Arduino ”sketch” or Arduino source code, with the file
source code extension “uno” [34].

J. Kodular Editor

Kodular Builder is a web-based open-source platform that
allows you to easily and quickly construct numerous sorts
of Android applications without requiring any programming
skills. Kodular employs a visual block programming approach,
which allows apps to be created without the need for code
or scripts. Visual block programming involves manipulating,
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Fig. 8. Arduino IDE

arranging, or dragging-and-dropping blocks that serve as com-
mand symbols for certain tasks while developing Android
applications [34].

Fig. 9. Kodular Editor

III. METHODOLOGY

A. Research Stages

This final assignment is implemented in steps that are
completed progressively and in a systematic order. The flow
of research into the design and development of temperature
monitoring in photovoltaics.

B. System Planning

Making hardware must adhere to the plans that have been
made. This design’s tools and materials include hardware,
software, and other supporting components.

C. Flowchart System

The system flowchart below is used before proceeding to
the next stage and to describe the stages before creating the
system circuit. This flowchart describes the system workflow.

Fig. 10. Flowchart

TABLE I
TOOLS AND MATERIALS

No Name Total
1 Laptop 1
2 Solder 1
3 Analog Multimeter 1
4 PCB Drill and Drill Bit 1
5 Tinol (Tin Solder) as necessary
6 Simple PCB 1
7 Male-to-female cable 4
8 Female-to-female cable 5
9 Male-to-male cable 5
10 Box 12cm x 5cm 1
11 ESP32 1
12 DS18B20 temperature sensor 1
13 DHT11 sensor 1
14 Modul DC step-down 1
15 LCD 12C 20x4 1
16 PZEM-017 1
17 Serial to RS485 1

D. Schematic Series

The wiring on tools is tailored to the requirements for input,
processing, and output. The circuit’s inputs are the DS18B20
temperature sensor, DHT1, and PZEM-017, the processor is
Esp32, and the output is an LCD.

IV. TOOL DESIGN

The design stage involves determining the intended shape
of the tool

A. Software Design

The software design procedure is conducted to create an
overview of the appearance of the program.

V. RESULT AND DISCUSSION

The Temperature Monitoring System Design Tool for Pho-
tovoltaics is tested every 15 minutes from 08.00 in the morning
to 16.00 in the afternoon. Sample data is collected for each
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Fig. 11. Flowchart System

Fig. 12. Schematic Series

variable, including PV temperature, environmental tempera-
ture, humidity, voltage, current, power, and light intensity.
This test was repeated 30 times for data collection, with the
following findings.

The average error for the four DS18B20 sensors was cal-
culated using the following formula:

Average of Error (%) =
n(Error S1 + S2 + S3 + S4%)

n(total sensor)

=
0.49

4

= 0.12% (1)

Error testing on the DHT11 sensor can be described as
follows,Temperature Reading Error (%) in testing using a
single data sample can be expressed as follows:

Error (%) =
Hygrometer − DHT11 temperature reading

Hygrometer
×100

(2)

Fig. 13. Tool Design

Fig. 14. Software Design

TABLE II
SENSOR TESTING 1 DS18B20

Testing DS18B20 Sensor
Temperature (°C)

DS18B20 Termometer
Temperature (°C) Error (%)

1 35.31 35.4 0.25
2 35.31 35.4 0.25
3 35.44 35.4 0.11
4 35.48 35.5 0.05
5 35.49 35.5 0.02
6 35.56 35.6 0.11
7 35.63 35.6 0.08
8 35.69 35.7 0.02
9 35.81 35.8 0.02
10 35.93 35.8 0.36

Average 0.09

TABLE III
SENSOR TESTING 2 DS18B20

Testing DS18B20 Sensor
Temperature (°C)

DS18B20 Termometer
Temperature (°C) Error (%)

1 35.44 35.5 0.16
2 35.48 35.5 0.05
3 35.56 35.6 0.11
4 35.63 35.6 0.08
5 35.69 35.7 0.02
6 35.81 35.8 0.02
7 35.88 35.9 0.05
8 35.94 35.9 0.11
9 36.00 36.1 0.27

Average 0.13
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Fig. 15. Application Design

TABLE IV
SENSOR TESTING 3 DS18B20

Testing DS18B20 Sensor
Temperature (°C)

DS18B20 Termometer
Temperature (°C) Error (%)

1 35.63 35.7 0.19
2 35.63 35.7 0.19
3 35.63 35.7 0.19
4 35.75 35.8 0.13
5 35.81 35.8 0.02
6 35.81 35.8 0.02
7 35.88 35.9 0.05
8 35.88 35.9 0.05
9 35.94 35.9 0.05

10 35.94 36.9 0.10
Average 0.10

TABLE V
SENSOR TESTING 4 DS18B20

Testing DS18B20 Sensor
Temperature (°C)

DS18B20 Termometer
Temperature (°C) Error (%)

1 35.69 35.6 0.25
2 35.75 35.8 0.13
3 35.75 35.8 0.13
4 35.88 35.9 0.05
5 35.94 35.9 0.11
6 35.94 35.9 0.11
7 35.94 36.0 0.16
8 35.94 36.0 0.16
9 36.0 36.1 0.27

10 36.02 36.1 0.49
Average 0.17

Error% =
29.30− 29.20

29.30
× 100 = 0.34% (3)

The Humidity Reading Error (%) in testing using one data
sample can be calculated as follows:

Error (%) =
Hygrometer − DHT11 humidity reading

Hygrometer
× 100

(3)

Error% =
70− 69

70
× 100 = 1.42% (5)

Average temperature reading error:

Error (%) =
n(Error%)

n(Testing)
(4)

Error% =
6.5

10
= 0.65% (6)

Average humidity reading error:

Error (%) =
n(Error%)

n(Testing)
(5)

Error% =
14.72

10
= 1.47% (7)

TABLE VI
SENSOR TESTING PZEM-017

Test Manual Measurement Results Error
V A W V A W V A W

1 57.7 2.1 124.05 57.84 2.1 124.30 0.2 0.46 0.2
2 57.7 2.1 122.90 57.81 2.1 123.10 0.1 0.46 0.1
3 57.8 2.1 122.53 57.81 2.1 123.00 0.0 0.47 0.4
4 57.8 2.1 121.74 57.81 2.1 123.10 0.0 0.47 1.1
5 57.8 2.1 121.91 57.82 2.1 123.10 0.0 0.47 1.0
6 57.8 2.1 121.53 57.82 2.1 123.00 0.0 0.47 0.7
7 57.8 2.1 122.12 57.82 2.1 123.10 0.0 0.47 0.8
8 57.8 2.1 121.77 57.82 2.1 123.00 0.0 0.47 0.4
9 57.8 2.1 121.74 57.82 2.1 123.10 0.0 0.47 1.1

10 57.8 2.1 121.95 57.82 2.1 123.10 0.0 0.94 0.4
Average – – – – – – 0.2 0.65 0.5

Notes: V = Voltage; A = Electric Current/Ampere; W = Power/Watt
Source: Personal Documentation

Based on the findings of the PZEM-017 sensor test, an error
on the sensor was calculated using the following formula: The
Voltage Reading Error (%) in the test utilizing one of the data
samples can be expressed as follows:

Error(%) =
Manual Measurement − Sensor Reading

Manual Measurement
× 100

(8)

Error(%) =
57.7− 57.84

57.7
× 100 = 0.24% (9)

The current reading error (%) in testing with one of the data
samples might be expressed as follows:

Error(%) =
Manual Measurement − Sensor Reading

Manual Measurement
× 100

(10)

Error(%) =
2.15− 2.14

2.15
× 100 = 0.46% (11)
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The Power Reading Error (%) in testing using one of the
data samples can be expressed as follows:

Error(%) =
Manual Measurement − Sensor Reading

Manual Measurement
× 100

(12)

Error(%) =
124.05− 124.30

124.05
× 100 = 0.20% (13)

The average error on the PZEM 017 sensor can be calcu-
lated using the following formula:

The average voltage error is calculated using the formula
below.

Average of Error (%) =
n(Error%)

n(Testing)
=

2.03

10
= 0.20% (14)

The average of current error is calculated using the formula
below.

Average of Error (%) =
n(Error%)

n(Testing)
=

6.5

10
= 0.65% (15)

The average of power error is calculated using the formula
below.

Average of Error (%) =
n(Error%)

n(Testing)
=

6.5

10
= 0.65% (16)

Once all sensors have been tested, a delay test is performed
between hardware and software. This test is used to determine
how responsive the application produced with the Kodular
editor is. For the delay test, 20 attempts were done to measure
the delay time with a timer

TABLE VII
DELAY TESTING

Testing Delay (second)
Hardware

Delay (second)
Application Delay Deviation

1 14.30 14.23 0.07
2 14.38 14.31 0.07
3 14.08 14.00 0.08
4 14.26 14.21 0.05
5 14.25 14.20 0.05
6 14.13 14.02 0.10
7 15.37 15.27 0.10
8 14.20 14.12 0.08
9 13.96 13.80 0.16
10 14.11 13.97 0.13
11 14.10 13.81 0.15
12 13.93 13.72 0.21
13 14.10 13.80 0.19
14 13.94 13.87 0.07

Average 0.11

The test results show that the application’s reaction has an
average delay difference (seconds) of 0.11 seconds across 20
trials, indicating that the application’s response is excellent.

On the second day, the highest temperature increase on
the panel was at 10.45 WIB and 11.50 WIB, with the panel

temperature reaching 50.45 °C and 50.38 °C, with an increase
in light intensity of 107,700 Lux and 106,100 Lux, with an
environmental temperature of 35.00 °C and 34.80°C, respec-
tively, and an environmental humidity of 46%. The power
generated was 107.9 W and 110.50 W.

On the third day, the highest temperature increase on the
panel was at 11.00 WIB, with the panel temperature reaching
54.30 °C and an increase in light intensity of 110,600 Lux.
The environmental temperature was 33.40 °C, the humidity
was 48%, and the power generated was 100.60 W.

TABLE VIII
STUDY MIDDLE PANEL DAY 1

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.30 37.07 29.50 67.00 55.93 2.24 125.20 85,700

2 08.45 39.30 31.90 65.00 56.94 2.21 125.40 89,500

3 09.00 41.15 31.90 62.00 57.90 2.18 125.40 95,000

4 09.15 44.16 34.80 58.00 57.98 2.15 125.40 99,500

5 09.30 46.34 36.00 55.00 58.10 2.13 125.30 97,500

6 09.45 46.93 34.50 52.00 57.90 2.08 125.20 104,700

7 10.00 47.30 34.50 50.00 57.80 2.07 125.20 100,600

8 10.15 47.96 34.50 49.00 57.70 2.08 125.20 100,800

9 10.30 48.27 34.50 48.00 57.60 2.10 125.20 97,500

10 10.45 48.32 34.50 47.00 57.50 2.11 125.10 93,500

11 11.00 50.05 34.80 46.00 57.40 2.11 125.10 92,200

12 11.15 51.52 36.00 45.00 57.20 2.11 125.00 89,500

13 11.30 52.25 37.80 44.00 57.10 2.10 125.00 86,700

14 11.45 51.99 39.10 44.00 57.00 2.10 125.00 84,200

15 12.00 50.67 40.30 45.00 57.10 2.10 125.10 79,200

16 12.15 48.42 41.90 46.00 57.20 2.12 125.20 75,700

17 12.30 46.19 44.10 48.00 57.30 2.15 125.20 71,500

18 12.45 44.15 45.60 50.00 57.60 2.18 125.30 69,800

19 13.00 43.45 49.00 51.00 57.70 2.19 125.30 66,900

20 13.15 45.95 49.80 53.00 57.70 2.20 125.40 63,000

21 13.30 45.40 50.30 55.00 57.80 2.20 125.40 60,000

22 13.45 44.40 50.30 57.00 57.70 2.19 125.30 58,700

23 14.00 43.34 50.00 58.00 57.50 2.17 125.20 56,400

24 14.15 42.93 49.50 59.00 57.40 2.14 125.10 54,200

25 14.30 41.69 49.10 60.00 57.30 2.10 125.00 52,100

26 14.45 39.69 49.10 62.00 57.30 2.06 125.00 50,400

27 15.00 37.90 49.60 63.00 57.20 2.00 125.00 47,800

28 15.15 36.60 49.80 65.00 56.80 1.90 125.00 46,000

29 15.30 35.03 49.60 63.00 56.60 1.85 124.90 45,400

30 15.45 33.60 49.30 61.00 56.50 1.80 124.90 45,400
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TABLE IX
STUDY MIDDLE PANEL DAY 2

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.30 39.63 30.20 67.00 55.89 2.22 124.00 78,500

2 08.45 40.78 30.70 69.00 56.08 2.21 124.40 89,200

3 09.00 42.35 30.60 66.00 56.28 2.18 124.50 89,100

4 09.15 45.02 32.20 56.00 57.21 2.01 115.00 89,100

5 09.30 45.92 33.20 51.00 58.09 1.87 67.90 94,000

6 10.00 46.16 33.40 50.00 58.64 1.89 110.80 103,300

7 10.15 46.92 34.00 50.00 58.55 1.83 107.10 100,500

8 10.30 47.38 34.00 50.00 58.45 1.80 101.50 100,500

9 10.45 50.35 35.00 51.00 58.47 1.89 115.00 106,500

10 11.00 48.69 32.20 47.00 58.39 1.98 115.60 109,600

11 11.15 50.87 33.00 48.00 58.21 1.90 115.00 106,100

12 11.30 48.83 31.90 53.00 58.51 1.94 115.00 109,600

13 11.45 48.75 32.20 48.00 58.24 1.97 115.00 109,500

14 12.00 48.92 32.20 47.00 58.40 1.97 115.00 109,900

15 12.15 48.86 32.50 47.00 58.39 1.94 115.80 104,700

16 12.30 46.50 33.20 47.00 58.39 1.94 115.00 100,700

17 12.45 48.23 32.60 47.00 58.24 1.90 110.60 100,700

18 13.00 47.97 32.20 48.00 58.24 1.89 110.00 100,700

19 13.15 47.34 32.40 47.00 58.28 1.91 111.30 96,100

20 13.30 45.50 34.00 48.00 58.43 1.93 112.70 105,100

21 13.45 45.15 34.50 47.00 58.42 1.89 110.90 98,900

22 14.00 44.14 34.50 47.00 58.24 1.89 110.00 84,800

23 14.15 42.53 34.50 48.00 56.80 2.00 113.60 78,500

24 14.30 39.53 34.50 48.00 55.49 2.04 113.10 68,500

25 14.45 38.48 33.00 50.00 54.39 2.06 110.30 63,000

26 15.00 39.70 33.20 50.00 55.49 2.04 113.10 68,500

27 15.15 40.30 33.50 50.00 56.80 1.97 110.00 62,000

28 15.30 39.69 32.50 50.00 55.19 1.80 101.80 60,800

29 15.45 35.53 32.48 53.00 49.70 1.97 90.50 46,400

30 15.45 35.53 32.48 53.00 49.70 1.97 90.50 46,400

TABLE X
STUDY MIDDLE PANEL DAY 3

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.30 44.66 31.40 66.00 57.11 1.82 103.90 71,900

2 08.45 45.67 31.30 65.00 57.35 1.82 104.10 79,100

3 09.00 46.20 34.70 50.00 58.08 1.84 107.00 87,500

4 09.15 45.56 34.70 51.00 57.89 1.80 104.80 87,900

5 09.30 45.73 33.50 52.00 58.12 1.78 103.60 89,700

6 09.45 46.71 33.20 53.00 58.39 1.77 103.60 95,800

7 10.00 46.61 33.30 54.00 58.37 1.76 102.60 100,100

8 10.15 50.55 33.20 48.00 57.93 1.79 103.60 100,900

9 10.30 50.40 32.30 49.00 57.99 1.80 104.00 105,500

10 10.45 50.23 32.30 48.00 58.05 1.80 104.50 109,100

11 11.00 52.23 33.40 47.00 58.03 1.78 103.40 109,900

12 11.15 53.00 33.50 45.00 57.99 1.78 103.00 110,000

13 11.30 53.39 33.60 44.00 57.96 1.78 102.70 110,500

14 11.45 53.64 34.50 45.00 57.95 1.77 102.50 110,000

15 12.00 53.42 34.40 47.00 57.96 1.78 102.90 109,000

16 12.15 52.80 34.50 48.00 57.98 1.79 103.60 108,100

17 12.30 50.38 34.50 50.00 57.94 1.80 104.20 107,000

18 12.45 49.97 34.40 51.00 57.94 1.80 104.00 105,800

19 13.00 49.77 34.30 50.00 57.93 1.79 103.60 104,800

20 13.15 49.45 33.60 51.00 57.92 1.80 103.00 102,500

21 13.30 48.63 33.50 51.00 57.90 1.81 103.80 99,800

22 13.45 47.24 33.60 52.00 57.85 1.80 103.50 97,500

23 14.00 46.50 34.50 53.00 57.91 1.81 104.60 95,800

24 14.15 45.59 34.50 54.00 57.95 1.82 105.40 91,000

25 14.30 45.38 34.70 54.00 57.86 1.80 103.80 89,000

26 14.45 45.14 34.60 54.00 57.94 1.79 103.40 85,800

27 15.00 44.53 33.50 54.00 57.94 1.80 103.50 79,900

28 15.15 43.94 33.30 55.00 57.94 1.81 103.70 77,000

29 15.30 43.59 32.50 56.00 57.95 1.93 103.00 74,900

30 15.45 35.53 32.48 53.00 49.70 1.97 90.50 54,100
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TABLE XI
STUDY MIDDLE PANEL DAY 4

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.30 43.30 32.20 60.00 58.02 1.80 104.40 86,400

2 08.45 43.64 32.50 60.00 58.17 1.80 104.50 88,600

3 09.00 45.53 33.80 50.00 58.21 1.80 104.60 97,000

4 09.15 44.92 34.10 50.00 57.99 1.79 104.20 97,500

5 09.30 45.35 34.20 50.00 58.07 1.78 103.50 97,500

6 09.45 46.53 32.90 49.00 58.05 1.80 104.30 94,300

7 10.00 49.12 32.90 49.00 58.10 1.80 104.90 105,700

8 10.15 50.51 32.50 47.00 58.04 1.78 103.40 105,700

9 10.30 51.32 32.90 46.00 57.99 1.78 103.10 105,800

10 10.45 52.50 34.10 46.00 57.80 1.78 103.00 105,800

11 11.00 51.98 33.60 45.00 57.80 1.77 102.50 110,100

12 11.15 52.44 34.80 45.00 57.83 1.78 103.00 110,000

13 11.30 52.45 34.30 45.00 57.81 1.79 103.50 110,000

14 11.45 51.07 33.40 46.00 57.84 1.78 103.10 108,500

15 12.00 51.09 33.50 46.00 57.83 1.79 103.40 108,100

16 12.15 50.68 33.60 46.00 57.82 1.79 103.30 107,500

17 12.30 49.52 33.40 46.00 57.83 1.79 103.40 106,800

18 12.45 48.90 34.00 47.00 57.85 1.79 103.60 106,000

19 13.00 47.97 34.50 48.00 57.83 1.80 103.40 106,500

20 13.15 47.32 34.20 48.00 57.87 1.81 104.30 102,500

21 13.30 47.53 34.40 50.00 57.89 1.79 103.80 101,900

22 13.45 46.50 33.40 50.00 57.83 1.80 103.50 100,200

23 14.00 45.44 33.30 50.00 57.81 1.79 103.10 98,500

24 14.15 44.33 34.40 50.00 57.89 1.80 103.50 96,800

25 14.30 43.50 34.10 50.00 57.90 1.80 103.60 93,500

26 14.45 43.30 33.40 49.00 57.86 1.79 103.40 92,500

27 15.00 42.99 33.20 49.00 57.84 1.80 103.50 88,200

28 15.15 42.74 33.40 50.00 57.94 1.79 103.00 86,300

29 15.30 41.66 32.50 50.00 57.92 1.80 103.30 84,100

30 15.45 34.66 31.60 49.00 56.50 1.80 101.90 54,100

TABLE XII
STUDY NORTH PANEL DAY 5

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.30 43.20 32.20 71.00 56.48 1.82 102.80 99,400

2 08.45 43.85 32.40 71.00 56.38 2.10 118.60 99,400

3 09.00 44.58 32.50 66.00 56.25 2.10 118.20 97,800

4 09.15 45.34 32.40 64.00 57.08 2.11 120.60 96,500

5 09.30 45.93 32.50 62.00 57.19 2.12 121.20 95,000

6 09.45 46.52 32.60 60.00 57.58 2.13 122.80 93,400

7 10.00 47.35 32.60 59.00 57.93 2.14 124.00 89,800

8 10.15 48.11 32.70 58.00 58.13 2.15 125.00 88,800

9 10.30 48.84 33.00 57.00 58.30 2.15 125.30 88,300

10 10.45 49.31 33.20 57.00 58.25 2.15 125.20 87,800

11 11.00 49.83 33.40 56.00 58.38 2.15 125.60 87,400

12 11.15 50.25 33.40 55.00 58.43 2.16 125.80 87,000

13 11.30 50.50 33.60 54.00 58.50 2.17 126.10 86,700

14 11.45 50.93 33.80 53.00 58.53 2.17 126.20 86,500

15 12.00 51.27 33.80 53.00 58.60 2.18 126.50 86,400

16 12.15 51.51 34.00 52.00 58.62 2.18 126.60 86,100

17 12.30 51.78 34.10 51.00 58.63 2.18 126.60 85,900

18 12.45 51.94 34.10 50.00 58.64 2.19 126.80 85,600

19 13.00 51.85 34.10 50.00 58.60 2.19 126.70 85,300

20 13.15 51.76 34.20 49.00 58.58 2.19 126.60 85,000

21 13.30 51.67 34.20 49.00 58.55 2.19 126.60 84,700

22 13.45 51.58 34.30 48.00 58.50 2.19 126.40 84,400

23 14.00 51.49 34.40 48.00 58.47 2.19 126.30 84,200

24 14.15 51.40 34.50 47.00 58.43 2.19 126.20 84,000

25 14.30 51.31 34.60 47.00 58.38 2.19 126.00 83,800

26 14.45 51.22 34.60 47.00 58.35 2.19 125.90 83,500

27 15.00 51.13 34.60 46.00 58.30 2.19 125.80 83,200

28 15.15 51.04 34.70 46.00 58.28 2.19 125.70 83,000

29 15.30 50.95 34.80 46.00 58.25 2.19 125.60 82,800

30 15.45 50.86 34.80 46.00 58.22 2.19 125.50 82,500
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TABLE XIII
STUDY NORTH PANEL DAY 6

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.45 45.35 31.60 62.00 58.72 2.23 123.10 93,100

2 09.00 46.58 31.80 60.00 58.50 2.23 123.10 92,300

3 09.15 46.96 32.00 59.00 58.70 2.22 123.00 91,500

4 09.30 47.35 32.10 58.00 58.50 2.22 122.80 90,900

5 09.45 47.73 32.20 57.00 58.72 2.22 123.10 90,100

6 10.00 48.11 32.30 56.00 58.70 2.22 123.00 89,700

7 10.15 48.49 32.40 55.00 58.50 2.22 122.80 89,400

8 10.30 48.86 32.50 54.00 58.70 2.22 123.00 88,800

9 10.45 49.24 32.60 53.00 58.50 2.22 122.80 88,400

10 11.00 49.62 32.70 52.00 58.70 2.22 123.00 88,100

11 11.15 49.99 32.80 51.00 58.50 2.22 122.80 87,900

12 11.30 50.37 32.90 50.00 58.70 2.22 123.00 87,500

13 11.45 50.75 33.00 49.00 58.50 2.22 122.80 87,300

14 12.00 51.12 33.10 48.00 58.70 2.22 123.00 87,000

15 12.15 51.50 33.20 47.00 58.50 2.22 122.80 86,800

16 12.30 51.88 33.30 46.00 58.70 2.22 123.00 86,600

17 12.45 52.25 33.40 45.00 58.50 2.22 122.80 86,300

18 13.00 52.63 33.50 44.00 58.70 2.22 123.00 86,100

19 13.15 53.00 33.60 43.00 58.50 2.22 122.80 85,900

20 13.30 53.38 33.70 42.00 58.70 2.22 123.00 85,700

21 13.45 53.75 33.80 41.00 58.50 2.22 122.80 85,400

22 14.00 54.13 33.90 40.00 58.70 2.22 123.00 85,200

23 14.15 54.50 34.00 39.00 58.50 2.22 122.80 84,900

24 14.30 54.88 34.10 38.00 58.70 2.22 123.00 84,700

25 14.45 55.26 34.20 37.00 58.50 2.22 122.80 84,500

26 15.00 55.63 34.30 36.00 58.70 2.22 123.00 84,300

27 15.15 56.01 34.40 35.00 58.50 2.22 122.80 84,100

28 15.30 56.38 34.50 34.00 58.70 2.22 123.00 83,900

29 15.45 56.76 34.60 33.00 58.50 2.22 122.80 83,700

30 16.00 57.13 34.70 32.00 58.70 2.22 123.00 83,500

TABLE XIV
STUDY NORTH PANEL DAY 7

No Time
Temperature

PV (°C)

Temperature

Env (°C)
Hum (%) V A W Lux

1 08.45 42.80 31.40 65.00 58.85 2.08 122.40 65,200

2 09.00 43.20 31.50 63.00 58.90 2.09 122.50 65,500

3 09.15 44.01 31.70 62.00 58.83 2.10 122.50 66,200

4 09.30 44.80 32.00 60.00 58.92 2.11 122.70 67,800

5 09.45 45.30 32.50 59.00 58.94 2.13 122.80 68,800

6 10.00 45.85 33.00 58.00 59.00 2.15 123.00 69,700

7 10.15 46.35 34.00 57.00 59.05 2.16 123.10 70,300

8 10.30 46.80 34.50 56.00 59.10 2.17 123.20 71,500

9 10.45 47.00 35.00 55.00 59.20 2.18 123.30 72,200

10 11.00 47.50 35.50 54.00 59.30 2.19 123.50 72,800

11 11.15 47.80 36.00 53.00 59.40 2.20 123.60 73,500

12 11.30 48.00 36.50 52.00 59.50 2.21 123.70 74,200

13 11.45 48.20 37.00 51.00 59.60 2.22 123.80 74,900

14 12.00 48.50 37.50 50.00 59.70 2.23 123.90 75,300

15 12.15 48.70 38.00 49.00 59.80 2.24 124.00 75,900

16 12.30 49.00 38.50 48.00 59.90 2.25 124.10 76,500

17 12.45 49.20 39.00 47.00 60.00 2.26 124.20 77,100

18 13.00 49.40 39.50 46.00 60.10 2.27 124.30 77,700

19 13.15 49.60 40.00 45.00 60.20 2.28 124.40 78,300

20 13.30 49.80 40.50 44.00 60.30 2.29 124.50 78,900

21 13.45 50.00 41.00 43.00 60.40 2.30 124.60 79,500

22 14.00 50.20 41.50 42.00 60.50 2.31 124.70 80,100

23 14.15 50.40 42.00 41.00 60.60 2.32 124.80 80,700

24 14.30 50.60 42.50 40.00 60.70 2.33 124.90 81,300

25 14.45 50.80 43.00 39.00 60.80 2.34 125.00 81,900

26 15.00 51.00 43.50 38.00 60.90 2.35 125.10 82,500

27 15.15 51.20 44.00 37.00 61.00 2.36 125.20 83,100

28 15.30 51.40 44.50 36.00 61.10 2.37 125.30 83,700

29 15.45 51.60 45.00 35.00 61.20 2.38 125.40 84,300

30 16.00 51.80 45.50 34.00 61.30 2.39 125.50 84,900
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Fig. 16. Graph of Testing Day 1

Fig. 17. Graph of Testing Day 2

Fig. 18. Graph of Testing Day 3

On the fourth day, the highest temperature increase on the
panel was at 11.15 WIB, with the panel temperature reaching
52.45 °C and an increase in light intensity of 111,500 Lux.
The environmental temperature was 34.10 °C, humidity was
45%, and power generated was 104.40 W.

On the fifth day, the highest temperature increase on the
panel was at 10.59 WIB, with the panel temperature reaching
52.31 °C and an increase in light intensity of 96,700 Lux.
The environmental temperature reached 33.20 °C, humidity
was 48%, and power generated was 123.60 W.

On the sixth day, the highest temperature increase on the
panel was at 11.20 WIB, with the panel temperature reaching
54.30°C and an increase in light intensity of 112,100 Lux.
The environmental temperature reached 34.50°C, humidity
was 49%, and the power generated was 123.80 W.

On the seventh day, the panel temperature reached 57.16°C
at 10:19 WIB, with an increase in light intensity of 104,500
Lux. The environmental temperature was 32.60°C, humidity
was 47%, and power generated was 1114.20 W.

Fig. 19. Graph of Testing Day 4

In the data collected from days 1 to 4, an anomaly was ob-
served due to factors beyond the author’s control, resulting in
a decrease in the recorded power values. These uncontrollable
factors likely influenced the system’s performance, leading to
lower power measurements during this period.

Fig. 20. Graph of Testing Day 5

Fig. 21. Graph of Testing Day 6
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Fig. 22. Graph of Testing Day 7

The data collection reveals a noticeable decrease in the
power output generated by the PV (photovoltaic) system as
temperature rises. This drop in power output is primarily
due to factors such as the temperature coefficient of the PV
cells, which causes efficiency to decline as cell temperature
increases. Higher temperatures can reduce the open-circuit
voltage of the cells, directly impacting the overall power
output. Additionally, elevated temperatures may increase the
resistance within the PV system’s internal circuitry, further
lowering efficiency. These combined effects illustrate the sen-
sitivity of PV systems to temperature fluctuations, which can
lead to suboptimal performance in hotter conditions.

In the image description, the terms in Indonesian repre-
sent various measurement parameters: ”Suhu PV” refers to
”PV Temperature,” ”Tegangan” means ”Voltage,” ”Intensitas
Cahaya” translates to ”Light Intensity,” ”Suhu Lingkungan”
refers to ”Ambient Temperature,” ”Arus” means ”Current,”
”Kelembapan” translates to ”Humidity,” and ”Daya” means
”Power.”

VI. CONCLUSION

Based on the findings of this study, the author can conclude:

1) The system for monitoring temperature on photovoltaics
has been successfully created, using the DS18B20 sensor
for heat sensors, the DHT11 sensor to determine the
ambient temperature around the panel, the PZEM-017
sensor as a voltage, current, and power sensor, and the
Kodular application to monitor the performance of pho-
tovoltaics. The percentage of component performance
can be seen from the error generated for the DS18B20
sensor, which has an average error of 0.12

2) The system used in the ”Design and Construction of a
Temperature Monitoring System on Photovoltaics” can
be employed, and the notification will switch on when
the temperature on the panel hits 50 °C, providing real-
time updates.

3) The average results of the 7-day test showed that the
temperature increase on the PV occurred between 10:00
and 14:00, and the average highest temperature increase
on the PV for 7 days was from 11:00 to 12:30, and when

the temperature began to rise, the PV’s power output
decreased, as shown in the test graph.
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Abstract—— Electricity is essential, and as technology and
population grow, so does the demand for electrical energy.
Renewable sources like solar and wind power are expanding
rapidly, with monitoring systems vital for maximizing efficiency.
Technological advancements allow energy monitoring to be ac-
cessed remotely via the Internet of Things and an Android app,
eliminating manual field measurements. In this study, an energy
monitoring system was implemented at the 5kW and 450W
Hybrid Power Plant (HPP) at Baru Beach Pandansimo, using the
ESP32 microcontroller to process measurements from Pzem 004T
(AC voltage/current) and Pzem 017 (DC voltage/current) sensors.
Data is sent to a cloud database and displayed on an Android app.
The study found average error values for the Pzem 004T sensor:
Active Power (2.57%), Frequency (0.004%), Current (2.4%),
Energy (2.3%), Apparent Power (2.55%), Voltage (0.28%), and
Power Factor (1.8%). For the Pzem 017 sensor, the highest
error was 7.49% and the lowest 1.18% (voltage). Despite modest
errors, the system is suitable for effective use in real-time energy
monitoring.

Keywords—Monitoring of energy, Pzem 004T sensor, Pzem 017
sensor, Internet of Things

I. INTRODUCTION

Electricity is a basic necessity, vital for numerous applica-
tions across industries, offices, retail, public infrastructure, and
households. As technology advances and populations grow, the
demand for electrical energy rises correspondingly, leading
to a significant reliance on renewable energy sources [1].
Renewable energy, seen as an environmentally sustainable ap-
proach to meeting human energy needs, is gaining widespread
adoption. Solar and wind energy are two prominent renewable
sources, with photovoltaic (PV) systems and wind turbines
emerging as popular options for harnessing energy from sun-
light and wind. Monitoring the performance and efficiency of
these systems is essential to fully realize their potential [2].
Hybrid Power Plants (HPP), which combine renewable sources
with grid or backup systems, are increasingly used to supply
reliable power. In an HPP, the inverter is a key component,
converting the DC energy generated by solar panels into usable
AC electricity. However, any issues with the inverter, such
as malfunctions or inefficiencies, can significantly impact the

entire system’s performance. This highlights the need for an
advanced monitoring solution to track and promptly address
any issues within the inverter, ensuring the HPP functions at
peak efficiency [3]. With the rapid development of information
technology, particularly in the field of the Internet of Things
(IoT), monitoring systems can now deliver real-time data
remotely and with minimal human intervention. IoT-based
solutions provide valuable opportunities to monitor, control,
and enhance renewable energy systems in a highly efficient
manner [4]. This study proposes an innovative IoT-based
energy monitoring system as a reliable and efficient solution
for tracking HPP performance, implemented at Baru Beach
HPP in Pandansimo. Utilizing the ESP32 microcontroller,
this system collects data from Pzem 004T sensors for AC
parameters (voltage, current) and Pzem 017 sensors for DC
parameters. Data on input/output voltage, current, frequency,
and conversion efficiency is transmitted to a cloud database,
accessible remotely through an Android application. This
approach reduces the need for on-site monitoring and provides
users with real-time insights to optimize inverter performance,
diagnose faults, and take corrective actions as needed. The
primary contribution of this research lies in developing a
comprehensive real-time monitoring solution that offers in-
tuitive and accessible data for assessing HPP performance.
The novelty of this work is its integration of IoT capabilities
with traditional energy monitoring, enabling effective, mobile-
enabled oversight of a hybrid renewable energy system. This
system has the potential to improve overall energy efficiency
by providing actionable information to users, making it an
essential advancement for sustainable energy management.

II. THEORETICAL BACKGROUND

A. Literature Review

A study titled ”Development of Sensor Nodes for Wireless
Electrical Energy Monitoring in Buildings on the Samarinda
State Polytechnic Campus with a Microcontroller Base via
Android Smartphone as Information Media.” This study makes
use of an Arduino microcontroller, a PZEM 004t sensor, and
a 20x4 LCD screen to display the sensor’s data. The data979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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is then transmitted wirelessly to the gateway or sink using a
LoRa radio wave transmitter. The research findings compare
the measurement results obtained with the PZEM-004T sensor
with the PQA measuring device. The variances are 0.291%
for voltage, 2.634% for current, 2.421% for apparent power,
2.449% for active power, 6.505% for power factor, and 0.256%
[5]. A study named ”Design and Building of Electric Power
Monitoring Systems in Boarding Rooms based on the Internet
of Things (IoT)”. The goal of this research is to create
an electrical energy monitoring system with the aim that if
there is a significant current surge and it is possible for
a short circuit to occur, the microcontroller will order the
buzzer to turn on and send a notification to the application
to immediately disconnect the electrical circuit before a fire
occurs. Excessive electricity consumption can be turned off
from anywhere using the Android app [6]. The study is named
Design and Development of an Electric Power Monitoring
and Control System in Boarding Houses using Android-Based
NodeMCU and Firebase. The sensor measurement findings
have an accuracy error of ± 1.8% compared to a digital
multimeter. The system application test results demonstrate
that the application can monitor the power in each boarding
room in real-time [7].

B. Electrical Energy Parameters

• Electrical Power
Electric power is defined as the rate at which electrical
energy is delivered in a circuit. In AC power networks with
sinusoidal waveforms, there are three types of power: active
power, reactive power, and apparent power. In complex form,
the multiplication of voltage (V) and current (I) yields V*I,
also known as power or pseudo with the symbol S and
is measured in Volt amperes (VA). The formula for active
power, also known as real power, is S cos θ or VI* cos
θ , represented by the sign P and measured in watts (W).
Meanwhile, reactive power or imaginary power is formulated
as S sin θ or VI* sin θ with the symbol Q, in units of reactive
Volt Amperes (VAR). Electrical power is separated into three
categories: active power, reactive power, and perceived power
[6].

Fig. 2.1. Power Triangle

• Electrical Current
Electric current is the amount of charge that flows in a
conductor in one second (coulombs per second), and it is

measured in amperes (A). The following equation describes
electric current:

I =
Q

t
(1)

Description:
I = Electric Current in Ampere (A)
Q = Electric charge in coulomb (C)
t = Time in second (s)

• Voltage
Electric voltage is the size of the potential energy difference
between two places, expressed in volts (V) [6]. Voltage can
alternatively be expressed as joules per coulomb. Electric
voltage can be written using the following equation:

V =
E

Q
(2)

Description:
V = Voltage in Volt (V )
Q = Electric charge in couloumb (C)
E = Energy in joule (J)

• Electrical Energy
Electrical energy is the energy produced by electric charges
(static) and the movement of electric charges (dynamic).
Electrical energy units are typically given in WH (watt hour)
or Kwh (Kilo watt hour), as 1 Wh = 3600 joule or 1 joule
= 1 watt second. Thus, the electric energy formula can be
expressed as the following equation:

W = V × I × T (3)

Description:
W is the Electrical Energy in joules (J)
V is the Voltage in volts (V )
I is the Electric Current in amperes (A)
T is the Time in seconds (s)

• Frequency
Frequency is the number of waves produced in one second,
represented by the Latin letter ”f” and measured in Hertz (Hz).
In international units (SI), Hz denotes a wave that occurs once
per second. Frequency is a property of the voltage produced
by a generator and its value fluctuates with time [6].

C. Internet of Things

The Internet of Things (IoT) is a technology that allows
us to connect machines, equipment, and other physical items
with network sensors and actuators to obtain and manage data
without the need for two-way human intermediates [8]. The
Internet of Things is a concept that uses the internet network to
connect electronic equipment with humans, such as processing
data collected from electronic equipment via a system-to-user
interface. The Internet of Things is a system architecture made
up of several devices, including software, hardware, and the
web. An example of an Internet of Things application is in
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the health sector, where sensors that can detect temperature,
humidity, and air pressure are added or installed on tools used
on patients, with a system that is integrated with IoT to make
the doctor’s job easier. In terms of evaluating, monitoring, and
treating patients with records, the place where the Internet of
Things will be installed has a reliable Internet connection [8].

D. Pzem 004T Sensor

The PZEM-004T is a sensor that measures rms voltage, rms
current, and active power and may be connected to Arduino or
other open-source platforms. This module is primarily used to
measure AC voltage, current, active power, frequency, power
factor, and active energy. The module lacks a display capability
and data is read via the TTL interface. This module’s TTL
interface is a passive interface that requires an external 5V
power source. When communicating, all four ports (5V, RX,
TX, GND) must be connected; otherwise, the sensor will not
communicate [9]. Figure 2.2 shows the layout of the PZEM
004T sensor.

E. Pzem 017 Sensor

The DC communication module, also known as PZEM-
017, can measure dc power up to 300VDC and current in
external and internal shunt installations ranging from 50 to
300 A DC. PZEM-017 is manufactured by Peacefair, a well-
known Chinese company known for high-quality products at
reasonable costs. Peacefair manufactures metering equipment.
This module measures voltage, current, power, and energy.
All PZEM Energy Meters are equipped with an inbuilt RS485
communication interface and employ the Modbus-RTU pro-
tocol, which is widely used in industrial devices [10]. Figure
2.3 shows the layout of the PZEM 017 sensor.

Fig. 2.2. PZEM 004T Sensor

F. NodeMCU ESP32

NodeMCU is an open-source Internet of things (IoT) plat-
form and development kit that allows programmers to con-
struct IoT product prototypes using the Lua programming
language or by using Sketch with the Arduino IDE [11].
This kit’s creation is based on the ESP8266 module, which

Fig. 2.3. PZEM 017 Sensor [3]

includes GPIO, PWM (Pulse Width Modulation), IIC, 1-Wire,
and ADC (Analogue to Digital Converter) on a single board.

G. Kodular Editor

The process of developing an application for monitoring
electrical energy uses Kodular, a web-based open-source plat-
form. This platform allows you to easily and rapidly construct
a variety of Android applications without needing to program
in writing. This coder is built on visual block programming,
which allows you to design programs without coding. Visual
block programming is the process of designing Android ap-
plications by arranging, dragging, and dropping blocks that
contain command symbols and specific event handler routines.
Kodular allows users to easily construct applications using
the block-type editor. No coding skills are necessary. The
application may be run with the Material Design UI [12].

H. Google Firebase

Google Firebase is a Google service that may be accessed
through the Firebase website. Firebase is used to help devel-
opers with the application development process. This service,
known as BaaS (Back as a Service), is a solution provided
by Google that attempts to make it easier for developers to
conduct their work. Firebase can be used on a variety of
platforms, including iOS, Android, and the web [13]. Firebase
has numerous types/features, including:

1) Firebase Authentication
It is one of the back-end services, with Android and
iOS support, an easy-to-use SDK, and a ready-to-use
interface. Firebase Authentication accepts authentication
via phone numbers, passwords, and so on.

2) Firebase Real-Time Database
It is a cloud-hosted database that stores and executes
data in JSON format and synchronizes in real-time with
each connected user. This solution can easily manage
big databases.

3) Firebase Storage
It is a service for storing many forms of material, in-
cluding photographs, audio, and video. Firebase Storage
allows you to easily upload and download data for
applications.

4) Firebase Cloud Messaging
It is a service that establishes a dependable and power-
efficient link between servers and devices. It provides
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free messaging and notification services for Android,
iOS, and the Web.

I. LCD 12C 16x2

Liquid Crystal Display (LCD) is a form of display media
that uses liquid crystals to create viewable images on the
LCD. LCDs are created using Complementary Metal Oxide
Semiconductor (CMOS) logic technology [14]. LCD consists
of two parts: the main part, which is the backlight, and the
liquid crystal part. LCD merely reflects and transmits light that
passes through it; hence it requires a backlight (background
light) for its light source [15].

J. Arduino IDE

When programming the ESP32 microcontroller, use the
Arduino IDE to modify, create, and upload program code to
the ESP32 board. The Arduino IDE is built on the JAVA
programming language and includes a C/C++ library that
simplifies input/output operations. Figure 2.13 shows the Ar-
duino IDE software logo. This software is frequently used
by programmers. This Arduino IDE software is suitable for
programming a variety of boards, including the Arduino Nano,
Arduino Genio, Mappi32, NodeMCU, and others [16]. The
code used on Arduino is known as the Arduino ”sketch” or
Arduino source code, with the file extension source code.

III. METHODOLOGY

This research, titled Design of an IoT-based electrical energy
monitoring system utilizing ESP32 at the HPP Pantai Baru
Pandansimo, follows a methodical technique carried out in
multiple sections, including:

A. Research Flowchart

This research was conducted in stages, sequentially and
systematically, utilizing a research approach that began with
a literature review of existing references and the components
required to develop an electrical energy monitoring system.
The microcontroller utilized is an ESP32 NodeMCU, which
includes programming tools and Google Firebase, an internet-
connected real-time database. The sensors utilized in the
construction of this system are current and voltage sensors
that determine current, voltage, and power values from AC
and DC sources, with Google Spreadsheet serving as a data
logger for measurement results. Programming during the tool
design stage is done with the Arduino IDE software, block
code, and HTML. Figure 3.1 shows the research path for this
research.

Fig. 3.1. Flowchart

B. Identification of Problems

Problem identification is commonly defined as the identifi-
cation of several issues or problems that exist and the devel-
opment of plans to address these difficulties. The challenge
in this last assignment is to design a hardware and software
system for monitoring electrical energy in hybrid power plants.

C. Analysis of Tools and Materials

The hardware development process must follow carefully
designed plans to ensure a functional and reliable system. For
more information, refer to Tables 3.1, 3.2, and 3.3, which
detail the tools, components, and materials selected for this
research. The following section provides a thorough justifi-
cation for each component used, along with an explanation
of the design and integration process to create a cohesive
and reproducible methodology. The Pzem 004T sensor was
chosen for measuring AC voltage and current due to its high
accuracy, cost-effectiveness, and compatibility with the ESP32
microcontroller. This sensor is widely used in power monitor-
ing projects and offers reliable measurement data essential for
analyzing HPP performance. Similarly, the Pzem 017 sensor,
specialized for DC measurements, was selected to monitor
DC voltage and current from the PV panels. Its ability to
capture precise readings ensures accurate data on solar power
generation, which is critical for evaluating and optimizing the
inverter’s efficiency. The ESP32 microcontroller serves as the
central processing unit, gathering data from each sensor and
sending it to a cloud-based database. The ESP32 was selected
due to its robust wireless capabilities, supporting both Wi-
Fi and Bluetooth, which makes it ideal for IoT applications.
Additionally, the ESP32’s processing power enables real-time
data handling and transmission to the Android application,
providing immediate access to HPP performance metrics.
This methodology integrates the hardware components with
custom-designed software, ensuring seamless communication
between the sensors, microcontroller, and Android interface.
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The system’s software is developed to process sensor data,
perform necessary calculations, and display results in an ac-
cessible format for users. This cohesive flow between hardware
and software components improves system reliability, making
it easier to monitor and address HPP performance issues.
In summary, each sensor and component was selected based
on its specific capabilities, reliability, and suitability for the
demands of the HPP monitoring system. The unified design
and integration of hardware and software create a robust,
reproducible methodology that can facilitate further research
and improvements in IoT-based energy monitoring systems.

TABLE III.1
LIST OF TOOLS

No Tools Name Qty (pcs)
1 Multimeter (Multitester) 1
2 AC and DC Ampere Meter Tongs 1
3 Press Tongs 1
4 Tespen 1
5 Toolkit Set 1
6 Electric Drill 1
7 Cutting Grinder 1
8 Ruler 1
9 Marker Watermark 1

10 K3 Equipment Set 1
11 Laptop 1
12 Holso Drill Bit 1
13 Resibon (Cutting Grinding Bit) 1
14 Electric Drill Bit 1

TABLE III.2
LIST OF MATERIALS

No Materials Name Qty (pcs)
1 Male to Female Cable as required
2 Female to Female Cable as required
3 Male to Male Cable 1
4 Panel Box 40x30x12 cm 1
5 Power Supply 5 vdc 1
6 LCD 16x2 Yellow Green 2
7 USB Cable Type C 1
8 PZEM 004T Sensor 1
9 Relay 2 Channel 5 Volt 1

10 Selector 1
11 ESP32 2
12 Buzzer 1
13 LED 1
14 Terminal 1
15 PCB Board 50 cm2

16 Screw Bolt as required
17 NYAD Cable 1.5 & 2.5 mm as required
18 MCB 1
19 Burn Glue 3
20 PZEM 017 Sensor 1
21 Panel Box 30x15x10 2
22 Skunk Cable as required
23 Krustin Terminal 10 Holes 1
24 Timon 5
25 Ties Cable as required

D. Block of Diagram Series
Block diagrams are used to simplify and explain the design

of an electrical energy monitoring system, which is the funda-

TABLE III.3
LIST OF SOFTWARE

No Software Name Qty (pcs)
1 Arduino IDE 1
2 Google Firebase 1
3 Kodular 1
4 Google Spreadsheet 1
5 Canva 1
6 Proteus 1

mental blueprint of how the circuit operates. Figure 3.2 shows
the block diagram.

Fig. 3.2. Block of Diagram

E. Flowchart System

This flowchart explains how the system that will be built
will employ an ESP32 microcontroller, a Pzem 004T sensor,
and a Pzem 017 sensor to read AC and DC measurement val-
ues. Figure 3.3 depicts the following flowchart diagram: The
software system design employs Kodular software and Google
Firebase to handle measurement data, which is subsequently
captured and saved in a data logger using Google Spreadsheet.
For more information, see Figure 3.4.

F. Hardware Tool Design

Tool design is the first step in taking into account the
potential risks. To make the tool production process easier,
tool design must follow a proper methodology. The design of
an IoT-based electrical energy monitoring tool uses an ESP32
microcontroller according to the input and output needs of
each component. Hardware design is the process of creating
tools that will eventually be utilized to read sensor input,
process data, and generate output. This gadget will function
once it is connected to an electrical power source. The stages
will be explained below:

• Designing the Schematic of Wiring Series
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Fig. 3.3. Flowchart of Monitoring System

Fig. 3.4. Flowchart of IoT Software System

Fig. 3.5. Overall Schematic Wiring Series

• Tool Design

Fig. 3.6. Schematic Series of Electric Energy Monitoring

Fig. 3.7. Tool Design

• Component Assembly

Fig. 3.8. Installation of Box Components 1
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Fig. 3.9. Installation of Box Components 2

• Mechanical Design Planning
After the component assembly is completed, the monitor-
ing equipment is mechanically manufactured in a panel
box measuring 40x30x12 cm2. Mechanical manufactur-
ing follows the guidelines. 3D design drawings have
been created following the drawings. Figure 3.10 shows
a picture of the mechanical installation.

Fig. 3.10. Installation of Mechanical Design

Fig. 3.11. Firebase Overview

• Software Tool Design
Software design is the process of developing programs,
databases, and Android application interfaces that will
be used to supplement hardware. The program is created

using Arduino software, which will then be used as
instructions for the microcontroller to carry out tasks.
Meanwhile, to create a database, use Google’s NOSQL
device, Google Firebase. Google Firebase provides the
advantage of allowing this device to work in real-time
without the need for additional supporting devices.
Google Firebase is used to store temporary data before
it is displayed in Android applications, as well as to
serve as a bridge between Android applications and
hardware. The Android application displays measurement
results, saves them to a Google Spreadsheet, and prints
measurement result logger data. Software development
is divided into numerous parts, which include:

• Making Database The objective of constructing a
database is to serve as a liaison, information medium,
and controller. The database used is a Google Firebase
service with real-time database capabilities. The Firebase
database is used to store measurement results before
they are displayed in the Android application interface,
as seen in Figure 3.11.

• Designing Android Application The Android application
design stage is completed using the Kodular Studio web
service and the block code programming language. Canva
software was used to create backdrop images for the
application design.

Fig. 3.12. Application Overview
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• Making a Spreadsheet of Data Logger
The data logger design stage uses Google Spreadsheet
technologies to store and record measurement data out-
comes. To link Google Spreadsheet to the application,
input or copy the spreadsheet URL and the URL of
each column into the Android Application’s block code
program. Figure 3.13 shows an image of the data logger.

Fig. 3.13. Google Spreadsheet AC Voltage Data

• Making Program of Arduino IDE
Program creation is the process of writing a program
that will be executed by a microcontroller using Arduino
IDE software. When you turn on the microcontroller, the
program will run. The program is saved in the ESP32’s
EEPROM, thus it requires more than just writing a set of
instructions. When writing a program, it is best to do so
in detail because it is well known that when compiling
a program, we must pay close attention to whether the
program follows the correct logical rules. If the logic in
the program is not correct, it will undoubtedly result in
errors in the program output.

IV. RESULT AND DISCUSSION

This chapter discusses the results of the design, tool making,
research and discussion, and testing carried out following the
block diagram of the IoT-based Electrical Energy Monitor-
ing System Design using ESP32 at the Baru Beach HPP
Pandansimo. This includes testing of process blocks, input,
output, power supply, delay sending data, comparing system
performance on different objects, and comparing measurement
results from this monitoring tool with existing tools at the test
findings are intended to establish the extent to which this tool
can perform effectively and efficiently.

A. Software Design Results

• The Android application is compatible with handsets
from the lowest version, 5.0 (Lollipop), to the most recent
version. The outcomes of developing this application can
still be enhanced by adding more comprehensive features.
If you want to add new features or screens, simply
upgrade the Android program to the latest version.

• The outcomes of developing a database to serve as a
bridge between the Android application and electrical en-
ergy monitoring gear. Using Google Firebase features to

collect real-time measurement data from sensors, which
is then shown in an Android app interface.

• The data displayed in the Android application is then
recorded and saved in a Google Spreadsheet data logger,
allowing us to save measurement data for the desired
time. The data saved in Google Spreadsheet can then be
downloaded using the Android app as a PDF file.

B. Hardware Design Results

Wiring, mechanical installation, and testing are all part of
the hardware design results. Figure 4.1 shows the results of
the hardware design.

Fig. 4.1. Electrical Energy Monitoring Tool

C. Tool Testing

The electrical energy monitoring tool was tested on three
separate objects: the 450-watt HPP output on the coast, the
450-watt HPP output in the highlands, and the input output of
the 5Kw HPP Inverter at Baru Beach Pandansimo. Figure 4.2
shows the following image of tool testing:

Fig. 4.2. Testing of Electrical Energy Monitoring Tools
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D. IoT Testing

The tests in this section are designed to test data delivery
(delay) and the Android application’s ability to work properly
with each button and data provided to Google Firebase.
Pressing each button helps to test Android applications. Tables
IV.1 and IV.2 present the test results.

TABLE IV.1
ANDROID APPLICATION TESTING

Name of Test Type of Test Expected Result Test Result
Opening
Application

Opening
Application

The application
login page
appears

Success

Login to the lo-
gin page

Pressing the lo-
gin button

The main page
appears

Success

Entering the set-
tings page

Pressing the set-
ting button

The settings page
appears

Success

Entering the DC
voltage monitor-
ing page

Pressing the DC
measurement
button

The DC voltage
monitoring page
with its value ap-
pears

Success

Entering the AC
voltage monitor-
ing page

Pressing the AC
measurement
button

The AC voltage
monitoring page
with its value ap-
pears

Success

Entering the print
data page

Pressing the print
data button

The print page of
AC and DC volt-
age data appears

Success

Logout from ap-
plication

Pressing the exit
button

Logout from ap-
plication

Success

Saves the results
of DC voltage
measurements
into spreadsheets

Pressing the save
DC voltage but-
ton

Data is saved
and recorded
in Google
Spreadsheet

Success

Saves the results
of AC voltage
measurements
into spreadsheets

Pressing the save
AC voltage but-
ton

Data is saved
and recorded
in Google
Spreadsheet

Success

Download the re-
sults of AC/DC
voltage measure-
ment data from
the spreadsheet

Pressing the
AC/DC voltage
download button

AC voltage mea-
surement results
data in Google
Spreadsheet can
be downloaded in
PDF form

Success

TABLE IV.2
SOFTWARE DELAY TESTING

No ESP32 to
Firebase (s)

Firebase
to Android
App (s)

Android
App to
Spreadsheet
(s)

ESP32 to
LCD 16x2
(s)

1 3 5 2 6
2 2 6 2 8
3 3 6 1 6
4 3 7 2 7
5 2 5 2 6
6 4 6 1 6
7 4 6 2 6
8 3 5 2 8
9 2 6 2 8
10 2 6 2 7
Mean
(x̄)

2.8 5.8 1.8 6.8

Table IV.2 shows that delay testing is used to get response
values for changes in reading in each software sector, from

Google Firebase to Google Spreadsheet. The average data
delivery values for each sector are shown below. According
to the calculation of the fastest delivery value, data is sent
from the Android application to Google Spreadsheet in 1.8
seconds, while the longest data transmission is from the ESP32
microcontroller to LCD16 x 2 in 6.8 seconds, sending from
the ESP32 microcontroller to Firebase takes 2.8 seconds, and
sending from Google Firebase to the Android application takes
5.8 seconds. The following is a bar table displaying average
data delivery delays.

E. Testing of Overall System

1) Testing on 450-watt HPP output on the beach
This test was conducted to measure the usage of elec-
trical energy in the 450-watt HPP while in coastal
areas. The loads used were 14-watt LED lights, a 45-
watt soldering iron, and a 15-watt mobile charger. This
test is used to collect data from manual and sensor
measurements, and the error value for each experiment
is determined based on the results. Table 4.3 shows the
following conclusions from computing the error value.

TABLE IV.3
CALCULATION OF ERROR VALUES

Calculation of Error Values%
No V I S P Q F E CosΘ
1 0.09 5.00 4.95 1.42 5.11 0 1.70 0
2 0.09 6.13 6.22 6.53 16.32 0 6.78 0
3 0.05 1.94 1.98 1.19 11.67 0 0.13 0
4 0.09 1.94 1.98 1.19 11.67 0 0.13 0
5 0.09 6.13 6.22 6.53 16.32 0 6.78 0
x̄ 0.08 4.23 4.27 3.37 12.22 0 3.50 0

2) Testing on 450watt HPP output in the mountains
This test was performed to monitor the usage of elec-
trical energy on a 450-watt HPP in a highland (hill)
environment. Because the HPP produces very little en-
ergy, the load employed is merely a 17-watt LED bulb
and a 10-watt mobile phone charger. This test is used
to collect data from manual and sensor measurements,
and the error value for each experiment is determined
based on the results. Table IV.4 shows the following
conclusions from computing the error value.

TABLE IV.4
CALCULATION OF ERROR VALUES

Calculation of Error Values%
No V I S P Q F E CosΘ
1 0 1.54 1.53 3.34 1.42 3.58 0 0
2 0.14 2.31 2.18 3.96 2.03 4.33 0 0
3 0.14 0.83 0.68 1.58 0.55 1.11 0 0
4 0.14 1.54 1.66 0.28 1.82 3.05 0 0
5 0 2.31 2.30 4.05 2.13 3.58 0 0
x̄ 0.08 1.71 1.67 2.64 1.59 3.13 0 0

3) Testing on the input and output of the 5Kw HPP Inverter
The testing on the input and output items of the 5KW
HPP inverter lasted 30 trials, with measurements being
compared using a multi-tester or the existing measuring
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instrument on the 5KW inverter with the electrical
energy monitoring tool created by the designer. This
test will yield 30 measurement results in the form of
data from manual AC voltage measurements and the
Pzem 004T sensor, as well as 30 measurement results
from DC voltage measurements taken with the Pzem 017
sensor and manually. The data is then analyzed using the
percentage error algorithm to determine the error value
in the reading results. The error computation yielded the
following results: Voltage test results for the Pzem 004T
Sensor were obtained by measuring the inverter output
voltage to calculate the correct error value for each test.
Figure 4.3 shows the error results for the Pzem 004T
sensor measurement data using the following formula:

Error =
SMR − MMR

MMR
× 100 (4)

SMR = Sensor measurement result
MMR = Manual measurement result

The average error findings from trial 1 to trial 30 are as
follows:

∑
%Error =

The number of error values for each trial
30

(5)

∑
%VE =

8.41

30
= 0.28%

∑
%IE =

72

30
= 2.4%

∑
%SE =

76.6

30
= 2.55%

∑
%PE =

77.2

30
= 2.57%

∑
%QE =

76.6

30
= 2.55%

∑
%EE =

68.6

30
= 2.3%

∑
%FE =

0.12

30
= 0.004%

∑
%PFE =

54.9

30
= 1.83%

Fig. 4.3. Bar diagram of AC voltage error calculation results

The largest error value obtained from calculating the
AC measurement error value is the Active Power error
value of 2.57%, while the smallest error value is the
Frequency value of 0.004%. The current error value
is 2.4%, the energy error value is 2.3%, the apparent
power error value is 2.55%, the voltage error value is
0.28%, and the power factor error value is 1.83%. Based
on this error value, using the PZEM 004T sensor for
AC measurements is still highly suggested to achieve
a lower measurement error value, which may then be
recalibrated until the same result is obtained.
The inverter input voltage was measured based on the
results of voltage testing on the PZEM 017 Sensor
to calculate the right error value for each test. Figure
4.4 shows the error results for the PZEM 017 sensor
measurement data using the following formula:

Error =
SMR − MMR

MMR
× 100 (6)

SMR = Sensor measurement result
MMR = Manual measurement result

Based on the error calculation results for each trial from
trial 1 to trial 30, the average error results are as follows:

∑
%VE =

35.4

30
= 1.18%

∑
%IE =

212.4

30
= 6.87%

∑
%WE =

224.8

30
= 7.49%

∑
%EE =

226

30
= 7.4%
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Fig. 4.4. Bar diagram of DC voltage error calculation results

measurement error value was the Power error value of
7.49%, while the smallest error value was the voltage
value of 1.18%, the Current error value of 6.87%, and
the Energy error value of 7.4%. Proper maintenance on
schedule will limit downtime for the Hoover components
itself.

V. CONCLUSION

After completing the design, construction, testing, and data
collection stages, several key insights and implications emerge
from this research:

1) The developed electrical energy monitoring tool, which
includes the Nodemcu ESP32 microcontroller, Pzem
004T and Pzem 017 sensors, TTL RS485 Serial, relay,
and power supply, is capable of accurately reading
both DC and AC voltage and current measurements.
Specifically, it can measure AC voltage from 80 to 260
volts at up to 100 amps and DC voltage from 0.05 to 300
volts at up to 50 amps. Operating at 220 volts with 0.04
amps of current, this tool consumes a minimal power
of 8.8 watts, making it suitable for real-time monitoring
applications.

2) Testing on three different objects revealed that the pro-
totype performs reliably, with an acceptable percentage
error below 8%. For the Pzem 004T sensor, the highest
error rate was 2.57% for active power, while the lowest
was 0.004% for frequency. Additional results showed
current, energy, apparent power, voltage, and power
factor errors at 2.4%, 2.%, 2.55%, 0.28%, and 1.83%,
respectively. The Pzem 017 sensor showed a slightly
higher error margin, with the largest error at 7.49% for
power, while the lowest was 1.18% for voltage, followed
by 6.87% for current and 7.4% for energy.

These findings indicate that this IoT-based monitoring system
provides reliable, real-time performance data, making it a
practical solution for optimizing energy efficiency in hybrid
power plants. The insights gathered through this tool can
assist operators in identifying and addressing inefficiencies
or faults promptly. Furthermore, the system’s high precision

and low power consumption highlight its potential for broader
applications in renewable energy monitoring and management,
contributing to more sustainable energy practices.

There will be faults and shortcomings in developing and
completing this research tool during the system design phase
and the tool’s making. To achieve more ideal results and rectify
the flaws listed above, the following recommendations are
required:

1) The application’s appearance can be made more appeal-
ing and unique by including screens and other elements
that allow users to utilize Android applications more
conveniently and effectively.

2) To collect more data, do additional experiments on
other things such as commercial buildings, Micro Hydro
Power Plants, and so on.

3) Attempting to integrate the Android application with
other devices so that it may be used in other monitoring
tools such as PV temperature monitoring, humidity
monitoring, and smart buildings.
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Abstract—Indonesia, an archipelago rich in cultural heritage,
is home to batik, a traditional textile art recognized by UN-
ESCO. Batik is known for its distinctive and intricate patterns,
which have evolved over time and remain an important part
of Indonesian cultural identity. Batik’s unique pattern char-
acteristics and thousands of patterns make it an interesting
subject to study. The purpose of this study is to analyze the
performance of different artificial neural network architectures,
such as MobileNet, MobileNetV2, MobileNetV3, EfficientNetV2,
and ShuffleNetV2, with classifying batik designs for mobile
applications. This study evaluated and compared how well each
architecture does in classifying batik designs. Testing involves
implementing and training artificial neural networks with a
dataset of batik designs. The research compared five pre-trained
CNN architectures: MobileNet, MobileNetV2, MobileNetV3, Effi-
cientNetV2, and ShuffleNetV2 for classifying batik patterns. The
EfficientNetV2 architecture outperformed others, achieving the
highest validation accuracy of 85.93% and an F1-score of 86%.
MobileNet architecture followed closely with 83.32% validation
accuracy and an F1-score of 83%. The results underline the
effectiveness of CNN-based transfer learning in cultural heritage
preservation, offering a robust method for accurately classifying
intricate batik patterns. It is hoped that this research will help
in the development of effective and appropriate technologies for
using artificial intelligence in the context of art and culture.

Index Terms—Convolutional Neural Network, Batik Design,
MobileNet, MobileNetV2, MobileNetV3, ShuffleNetV2, Efficient-
netV2

I. INTRODUCTION

Indonesia is renowned for being an archipelagic nation
abundant in artistic and cultural diversity. One of Indonesia’s
renowned cultural legacies, which has endured for centuries
as a distinctive aspect of the nation’s identity, is batik, a form
of textile art that has been acknowledged by UNESCO [1].

Indonesian batik is rapidly developing, with more types and
new patterns that are hard to distinguish. Batik’s unique pattern
characteristics and thousands of patterns make it interesting to
study [2]. Batik techniques have been the subject of patent
research since 1974 [3]. There are four different methods for
making batik: written batik, stamped batik, printed batik, and
combination batik. Visually, the texture of batik images is
defined by (1) pattern repetition, (2) spatial distribution, and
(3) color arrangement and intensity [4].

Batik patterns have been classified using artificial intelli-
gence (AI) techniques like neural networks [5]. Education is
just one of many areas that makes extensive use of artificial
intelligence [24] [29]., ANFIS is a prediction method that
combines the principles of artificial neural networks and fuzzy
logic [22] [25] [26], Broiler chicken cultivation management
[28], electricity load forecasting for the short term [23],
optimization of power losses in the distribution network [27].

The significance of image classification in computer vision
has experienced rapid growth, primarily due to its utilization in
various applications such as object recognition, quality control,
medical diagnosis, content-based image retrieval, and video
analysis [6] [7] [8] [9]. Because Deep Convolutional Neural
Networks (CNN) can learn high-level image representations,
they have gained popularity as a solution to this issue [10].

CNN itself is often used in several studies such as image
classification to detect welding defects [11], Remote Sensing
[12], Classification of brain tumors [13], classification of plant
diseases [14], breast cancer [15]. Nevertheless, this project
recognizes batik designs using CNN.

This project tested a number of MobileNet convolutional
neural network (CNN) architectures [16],, MobileNetV2 [17],
MobileNetV3 [18], EfficientNetV2 [19], and ShuffleNetV2979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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[20], are purpose-built to perform computer vision tasks such
as image classification and object detection. Apart from that,
it is suitable for use on mobile devices because it has a
lightweight architecture. The CNN model is used as transfer
learning, which has been previously trained to perform image
classification tasks. Later it can be adjusted to the project being
worked on. The aim of using transfer learning is to increase
accuracy during training.

II. METHODS

A. Study of literature

The objective of the literature study is to examine the theo-
ries that underpin system planning and design. The literature
review should cover topics such as machine learning, Convo-
lutional Neural Network (CNN), different CNN architectures,
various Python libraries used in computer vision, and Transfer
learning.

B. Algorithm Design

Our algorithm design aims to organize the use of machine
learning and transfer learning in the dataset training process
so that we can get a model for sorting batik patterns into
groups. Python is used in this project, along with libraries
like Tensorflow, Keras, and Tf Hub. This picture shows the
design of the model training algorithm.

Fig. 1. Research Flow Diagram.

Figure 3.1 above depicts the algorithm design for model
training in machine learning. Datasets were initially collected
from the Kaggle website and a variety of other sources.
Following that, the dataset is divided into training and test sets.
Both data sets were pre-processed, specifically by changing
the pixel size to 224 x 224 pixels. Following that, before
being trained in a machine learning architecture to determine
weight and bias values, the training data is applied to the data
augmentation step. This aims to reduce overfitting between

training and test accuracy. Following that, an evaluation is
performed using pre-processed test data. The evaluation will
continue until the optimal weight and bias values are obtained.
The final result is a machine learning model with the.h5
extension that can detect the given object.

C. Dataset Collection

This dataset was collected in two ways, namely by Web
Scrapping and also through various sources such as Kaggle.
The following is an image of the Kaggle display with the
Google Colab display.

Fig. 2. Dataset collection sources

Figure 2 above shows the appearance of the Kaggle website
and also the appearance of Google Colab which is used for
web scrapping after the dataset has been successfully obtained.
Next, the dataset that has been successfully downloaded is
sorted and selected, because many classifications are not
suitable, which can affect accuracy when training is carried
out.

D. Convolutional Neural Network Architecture Design

For the design of this architecture, an initial choice was
made to use a pre-trained CNN architecture that had undergone
transfer learning. The architectures considered for transfer
learning included MobileNet, MobileNetV2, MobileNetV3,
EfficientNetV2, and ShuffleNetV2. Subsequently, a custom-
built architecture is employed, featuring an output layer that
aligns with the number of classes or designs to be predicted.

The function to lessen overfitting during training is shown
in Figure 3’s Dropout section. Beneath it is a Dense layer
with units of 150 that has been adjusted to ReLU activation.
Subsequently, the output layer, also known as the bottom
Dense Layer, activates Softmax and sets the layer’s units value
to 104. There are units in the output layer that represent the
number of trained classes.

Dropout 0.6: Regularization technique to prevent overfitting
during training by randomly deactivating a subset of neurons
in the layer. During training, a fraction (e.g., 20%-50%) of
the neurons are randomly selected and set to zero for each
forward pass.

This forces the network to learn robust features by not
relying on specific neurons. At inference time, all neurons are
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Fig. 3. Incremental architecture

active, but their weights are scaled down proportionally to the
dropout rate to maintain consistency.

Dense Layer 150: Connects every neuron from the current
layer to every neuron in the next layer, enabling the network
to learn global patterns. Computes weighted sums of inputs
followed by a non-linear activation function (like ReLU or
Sigmoid) to introduce non-linearity. Often used at the final
stages of a neural network to map learned features to specific
output predictions (e.g., class probabilities).

Softmax Activation: Converts raw logits (real-valued out-
puts) from the final dense layer into probabilities for clas-
sification tasks. Exponentiates each logit to make all values
positive. Normalizes these exponentiated values by dividing
by their sum, ensuring the output lies between 0 and 1 and
sums to 1.

1) MobileNetV1: MobileNetV1 is a lightweight neural net-
work architecture designed specifically for mobile and embed-
ded vision applications. It introduces an innovative concept
called depthwise separable convolutions, which factorizes a
standard convolution into two separate layers: depthwise con-
volution (spatial filtering) and pointwise convolution (channel-
wise combination). This design significantly reduces the com-
putational complexity and model size while maintaining high
performance on tasks like image classification, object detec-
tion, and more [18].

2) MobileNetV2: MobileNetV2 is particularly notable for
its ability to perform well on modern benchmarks like Ima-
geNet while being compact and efficient. MobileNetV2 is a
deep learning architecture designed for resource-constrained
environments such as mobile and embedded devices. It builds
upon the strengths of its predecessor, MobileNetV1, and
introduces two major innovations: 1) Inverted Residuals:
This structure connects thin bottleneck layers directly, allow-
ing the network to use fewer parameters while maintaining
performance. The expansion phase increases the number of
channels before applying lightweight convolutions, and 2)
Linear Bottlenecks: Non-linearities are removed in narrow
layers to preserve the representational power of the network.
This improves efficiency without sacrificing accuracy [19].

3) MobileNetV3: MobileNetV3 is a family of efficient
neural network architectures designed for mobile and resource-
constrained devices. It is developed through a combination

of hardware-aware neural architecture search (NAS) and the
NetAdapt algorithm, coupled with advancements in network
design [18].

4) EfficientNetV2: EfficientNetV2 is a family of convolu-
tional networks designed for faster training and better param-
eter efficiency. It achieves significant improvements in both
training speed and model size through the combination of
training-aware Neural Architecture Search (NAS) and a novel
scaling method [19].

5) ShuffleNetV2: ShuffleNet V2 is an efficient neural net-
work architecture designed to optimize performance for mo-
bile and resource-constrained devices. The architecture was
developed based on the principle that computational efficiency
should go beyond FLOPs (floating-point operations) and con-
sider real-world performance factors, such as memory access
cost and platform characteristics [19].

E. Training Dataset

Dataset training is one of the most important parts of this
research, because the results of this training will produce a
model that is able to classify objects which in this research
are able to detect batik designs. The dataset training process
can be seen in Figure 3.1, where after the training data has
been subjected to pre-processing, it then enters the training
stage. In this training stage, the transfer learning method uses
MobileNet, MobileNetV2, MobileNetV3, EfficientNetV2, and
ShuffleNetV2. After that I used the Dropout layer to reduce
overfitting and also the Dense layer and also softmax as output
layers which have been adjusted to the specified number of
classes.

F. Testing

At this stage, the prediction results from the previously
created model are tested. The goal is to determine whether
the model is suitable for use. Figure 3.1 shows the testing
flow during the evaluation stage. This test determines the
model’s accuracy in predicting the class or design based on the
input entered. To measure or evaluate a model’s performance,
parameters such as accuracy, precision, recall, and F1-score are
required. The equations for these parameters are as follows:

Accuracy =
Tp+ Tn

Tp+ Tn+ Fp+ Fn
(1)

Precision =
Tp

Tp+ Fp
(2)

Recall =
Tp

Tp+ Fn
(3)

F1-score = 2 · Precision · Recall
Precision + Recall

(4)

True positive (Tp) refers to a test result that correctly
identifies someone as positive when they are. True negative
(Tn) refers to a test result that correctly identifies a person as
negative when they are actually negative. False positive (Fp)
refers to a test result that incorrectly identifies a person as
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positive when they are actually negative. False negative (Fn)
refers to a test result that incorrectly identifies a person as
negative when they are actually positive [21].

III. RESULTS AND DISCUSSION

A. Dataset Preparation Stage

Following the successful collection of the dataset from
multiple sources. This dataset uses a variety of pre-processing
and augmentation methods, including resize, flip horizontal,
flip vertical, rotation, brightness, noise, crop, and blur.

1) Resize : After applying the resizing process, all images
are changed to a size of 224 x 224 pixels, this size is chosen
so that it is consistent with the model architecture used and
does not take too long training time, because the larger the
pixel size of an image, the longer the training process will take
because the model which is formed increasingly complex with
a greater number of parameters. The following is a comparison
of the images after applying the resize:

Fig. 4. Image after applying resize

In the image above you can see that the image is losing
pixels or data from the image itself so it looks blurrier.

2) Flip : The images in the dataset are transformed by
being flipped horizontally as well as vertically. This aims to en-
able the model to recognize objects from different viewpoints
and also increase the sensitivity of the model in horizontal and
vertical variations. The following is an image where Rotation
is applied. The following is a comparison of the images after
applying the flip in Figure 5.

3) Rotation : The images in the dataset are transformed by
being flipped horizontally as well as vertically. This aims to en-
able the model to recognize objects from different viewpoints
and also increase the sensitivity of the model in horizontal and
vertical variations. The following is an image where Rotation
is applied in Figure 6.

Fig. 5. Image after applying Horizontal and Vertical Flip

Fig. 6. Image after rotation is applied

4) Noise : A noise filter is implemented on the images
in the training data. White spots are present in images that
employ the applied noise feature. Because of inadequate
lighting or inadequate camera quality, images may contain
noise. The objective of this feature is to enhance the model’s
ability to identify objects that exhibit these disorders. The
image below is an example of noise application in Figure 7.

5) Brigtness: The images in the training data are given
brightness settings. This seeks to allow the model to identify
objects or images varying in lighting level. Here is a picture
illustrating application of brightness in Figure 8.

6) Crop: The training data contains cropped images. The
objective of this is to guarantee that the model can concentrate
more on identifying the design of the desired object. Due to the
presence of a combination of batik designs in certain batiks.
The subsequent example is a cropped image in Figure 9.

7) Blur: The training data contains cropped images. The
objective of this is to guarantee that the model can concentrate
more on identifying the design of the desired object. Due to the
presence of a combination of batik designs in certain batiks.
The subsequent example is a cropped image in Figure 10.
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Fig. 7. Image after applying noise

Fig. 8. Image after applying Brightness

B. Artificial Neural Network Architecture Analysis

This section examines each architecture’s application of the
machine learning process to a dataset of batik design objects
or classes. The parameters used in this study are training
accuracy, validation accuracy, precision, recall, F1-score, and
number of parameters.

1) Analysis of MobileNet Architecture Results: In research
using the MobileNet architecture, results can be seen using a
confusion matrix to find out the values of Accuracy, Precision,
Recall and also F1-score by using several functions such as
Accuracy score, Precision score, Recall score, F1-score, and
classification report which are functions from a library in
Python called Sklearn. The following is a table of results from
experiments that use parameters such as Accuracy, Precision,
and Recall, and F1-score.

Fig. 9. Image after Crop is applied

Fig. 10. Image after applying Blur

TABLE I
PERFORMANCE OF THE MOBILENET ARCHITECTURE

Total Training Validation Precision Recall F1-score
Parameter Accuracy Accuracy
3.398.318 94,24 83,32 86 83 83

Based on table 1 above, the total parameters of the Mo-
bileNet architecture are 3,398,318. Results were obtained with
a validation accuracy of 83.32% and an F1-score value was
achieved which is the balance value of Precision and Recall
of 83%. Apart from that, it also displays a visualization of
the performance of training per epoch using a Python library
called matplotlib as shown in the image below.

In Figure 11 above is a comparison of training loss and
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Fig. 11. Loss graph in the MobileNet Architecture Training Process

validation loss per epoch in the MobileNet Architecture. It
can be seen that in the second epoch the validation loss shows
that there is no decrease in the amount of loss. So the training
process on the MobileNet architecture stops at the fourth epoch
because programming uses the EarlyStopping callback feature,
where the training process will stop when there is no decrease
in the amount of loss for several epochs. In programming,
the patience argument is set to a value of 3, which regulates
the number of limits in the training process when there is no
reduction in the number of losses. If for 3 epochs there is no
decrease in the amount of loss, then the training process will
be stopped.

Fig. 12. Confusion Matrix Results for MobileNet Architecture

Following a series of observations during the training pro-
cess. Subsequently, we evaluate the outcomes of the model
classification for each classification. We employ one of the

Sklearn library’s functions, confusion matrix, in the image
above. Tabular representations of the confusion matrix are
available. The objective of this function is to compare the
model’s predictions with the actual situation. In the example
image above, the Betawi Batik class successfully classified
32 objects. However, there was a classification error in the
Javanese Barong Batik class once and in the Ayam Pelung
Batik class twice, which was considered to be the Betawi
Batik class. The classes in the image above are restricted to a
maximum of 10 classes due to the fact that the results of the
confusion matrix will be difficult to discern if the entire class
is displayed.

2) Analysis of Results from the MobileNetV2 Architecture:
When conducting research with the MobileNetV2 architecture,
one can analyze the results using a confusion matrix to deter-
mine the values of Accuracy, Precision, Recall, and F1-score.
These metrics can be calculated using various functions such
as Accuracy score, Precision score, Recall score, F1-score,
and the classification report function provided by the sklearn
library in Python. Below is a table displaying the outcomes of
experiments utilizing parameters such as Accuracy, Precision,
Recall, and F1-score.

TABLE II
PERFORMANCE OF THE MOBILENET ARCHITECTURE

Total Trainig Validati Precis Reca F1-
Paramet Accura on Accura ion ll score (%)

er cy (%) cy (%) (%) (%)
3.398.318 94,24 83,32 86 83 83

Based on table 2 above, with a total parameter of 3,706,269,
results were obtained with validation accuracy of 82.04% and
an F1-score value was achieved which is the balance value of
Precision and Recall of 78%, which has smaller results than
the previous version. namely MobileNet. Apart from that, it
also displays a visualization of the performance of training per
epoch using a library from Python called Matplotlib as shown
in the image below.

In Figure 13 below is a comparison of training loss with
validation loss for each epoch on the MobileNetV2 architec-
ture. It can be seen that in the third epoch validation loss
shows that there is no decrease in the amount of loss. So
the training process on the MobileNetV2 architecture stops
at the sixth epoch because the programming process uses the
EarlyStopping callback feature, where the training process will
stop when there is no decrease in the number of losses for
several epochs. In programming, the patience argument is set
to a value of 3, which regulates the number of limits in the
training process when there is no reduction in the number of
losses. If for 3 epochs there is no decrease in the amount of
loss, then the training process will be stopped.

In figure 14 After observations were made in the training
process. Next, we observe the results of the model classifi-
cation for each class. One of the functions in the Sklearn
library called confusion matrix is used. The confusion matrix
is presented in tabular form. This function aims to compare
model predictions with the actual situation. As in the example
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Fig. 13. Loss graph in the MobileNetV2 Architecture Training Process

Fig. 14. Confusion Matrix Results for MobileNetV2 Architecture

in Figure 14 above, the Betawi Batik class succeeded in
classifying 32 objects correctly, and there was an error in
classification in the Javanese Barong Batik class 1 time,
Balinese Barong Batik 1 time, and Pelung Chicken Batik 3
times which were considered as classes. Betawi Batik. In the
picture above the classes are limited to 10 classes, because the
results of the confusion matrix will be difficult to see if all
classes are displayed.

3) Results Analysis of MobileNetV3 Architecture: Results
of research employing the MobileNetV3 architecture can be
observed using a confusion matrix to ascertain the values of
Accuracy, Precision, Recall and also F1-score by using several
functions such Accuracy score, Precision score, Recall score,

F1 score, and classification report which is a function from a
library in Python called Sklear. The results of tests employing
accuracy, precision, recall, and F1-score are compiled in a
table here.

TABLE III
PERFORMANCE OF THE MOBILENET ARCHITECTURE

Total Trainig Validati Precis Reca F1-
Paramet Accura on Accura ion ll score (%)

er cy (%) cy (%) (%) (%)
5.674.717 89,21 79,65 81 80 78

Based on table 4.3 above, with a total parameter of
5,674,717, results were obtained with a validation accuracy
of 79.65% and an F1-score value of 81%, representing the
balance of Precision and Recall. Despite having a higher F1-
score value than the MobileNetV2 version, it is still several
percentage points lower than the MobileNet version. Aside
from that, it shows a visualization of training performance per
epoch using the Python library matplotlib, as shown in the
image below.

Fig. 15. The MobileNetV3 Architecture Training Process’s Loss Graph

Figure 15 shows a comparison of training loss to validation
loss per epoch on the MobileNetV3 architecture. It is clear
that after the first epoch, the validation loss remains constant.
So, the training process on the MobileNetV3 architecture ends
at the third epoch because the programming process employs
the EarlyStopping callback feature, which causes the training
process to stop when the number of losses does not decrease
over several epochs. In programming, the patience argument is
set to 3 to control the number of limits in the training process
when the number of losses does not decrease. If the amount of
loss does not decrease after three epochs, the training process
will be stopped.

Following a series of observations during the training pro-
cess. Subsequently, we evaluate the outcomes of the model
classification for each classification. The Sklearn library em-
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Fig. 16. Confusion Matrix Results for MobileNetV3 Architecture

ploys a function known as the confusion matrix. Tabular
representations of the confusion matrix are available. The
objective of this function is to compare the model’s predictions
with the actual situation. As illustrated in Figure 16, the Betawi
Batik class successfully classified 32 objects. However, there
was an error in classification in the Javanese Barong Batik
class, Balinese Barong Batik class, and Pelung Chicken Batik
class, which were all considered classes. Betawi Batik. The
classes in the image above are restricted to a maximum of 10
classes due to the fact that the results of the confusion matrix
will be difficult to discern if the entire class is displayed.

4) Analysis of Results from the EfficientNetV2 Architecture:
Research employing the EfficientNetV2 architecture shows
results using a confusion matrix employing several functions
from one of the libraries in Python called sklearn: Accuracy
score, Precision score, Recall score, F1 score, and classifica-
tion report. Results from studies employing parameters includ-
ing Accuracy, Precision, Recall, and F1-score are compiled
here.

TABLE IV
PERFORMANCE OF THE MOBILENET ARCHITECTURE

Total Trainig Validati Precis Reca F1-
Paramet Accura on Accura ion ll score (%)

er cy (%) cy (%) (%) (%)
7.366.166 97,35 85,93 87 86 86

Based on table 4 above, with a total parameter of 7,366,166,
results were obtained with a validation accuracy of 85.93%
and an F1-score value of 86%, representing the balance of
Precision and Recall. So far, the EfficientNetV2 architecture
has the highest F1-score among the previous architectures:
MobileNet, MobileNetV2, and MobileNetV3. Aside from that,
it displays a visualization of the training performance for each

epoch using the Python library matplotlib, as shown in the
image below.

Fig. 17. Loss graph in the EfficientNetV2 Architecture Training Process

The diagram in Figure 17 illustrates the training loss and
validation loss per epoch for the EfficientNetV2 Architecture.
It is evident that the validation loss does not decrease after the
second epoch. The training process of the EfficientNetV2 ar-
chitecture is halted at the 6th epoch due to the implementation
of the EarlyStopping callback feature. This feature terminates
the training process if there is no reduction in the loss function
for a consecutive number of epochs. In programming, the
patience argument is assigned a value of 3, which controls
the number of iterations in the training process where there is
no decrease in the loss function. The training process will be
terminated if there is no reduction in the loss for 3 consecutive
epochs.

In Figure 18 following the completion of observations
during the training process. Subsequently, we analyze the
outcomes of the model’s classification for every individual
class. The Sklearn library includes a function called confusion
matrix that is utilized. The confusion matrix is displayed in
a tabular format. The purpose of this function is to juxtapose
model predictions with the real-life circumstances. In the given
example shown in Figure 18, the Betawi Batik class accurately
classified 32 objects, while the Balinese Barong Batik class
had one classification error, and the Ayam Pelung Batik class
also had one misclassification, which was mistakenly identified
as the Betawi Batik class. The number of classes in the picture
is restricted to 10 in order to enhance the visibility of the
confusion matrix results. Displaying all classes would make it
challenging to perceive the results effectively.

5) ShuffleNet V2 Architectural Result Analysis: In research
on the performance of the ShuffleNetV2 architecture, results
can be seen using a confusion matrix to find out the values
of Accuracy, Precision, Recall, and F1-score by using several
functions such as Accuracy score, Precision score, Recall
score, F1 score, and classification report from a Python library
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Fig. 18. EfficientNetV2 Architecture Confusion Matrix Results

called Sklearn. The table below shows the results of experi-
ments using parameters such as accuracy, precision, recall, and
F1-score.

TABLE V
PERFORMANCE OF THE MOBILENET ARCHITECTURE

Total Trainig Validati Precis Reca F1-
Paramet Accura on Accura ion ll score (%)

er cy (%) cy (%) (%) (%)
1.423.058 77,17 78,76 79 79 77

Based on table 5 above and a total parameter of 1,423,058,
results were obtained with a validation accuracy of 78.76%
and an F1-score value of 77%, which represents the balance of
Precision and Recall. Compared to previous architectures, the
ShuffleNetV2 architecture has the fewest parameters, but an
F1-score value that is nearly identical to MobileNetV2, which
has 3,706,269 parameters and an F1-score value of 78%. Aside
from that, it shows a visualization of training performance per
epoch using the Python library matplotlib, as shown in the
image below.

Figure 19 below shows a comparison of the ShuffleNetV2
architecture’s training and validation losses for each epoch.
It is evident that there has been no decline in the number
of validation losses following the 28th epoch. Because the
programming process makes use of the EarlyStopping callback
feature, which causes the training process to end when there
is no decrease in the number of losses for multiple epochs, the
training process on the ShuffleNetV2 architecture ends at the
29th epoch. When there is no decrease in the number of losses,
the number of limits in the training process is controlled by
the patience argument in programming, which has a value of
3. The training process will end after three epochs if there is
no decrease in the loss amount.

Fig. 19. displays the graph of losses during the training process of the
ShuffleNetV2 architecture.

Fig. 20. ShuffleNetV2 Architecture Confusion Matrix Results

Following the completion of observations during the train-
ing process. Subsequently, we analyze the outcomes of the
model’s classification for every individual class. The Sklearn
library includes a function called confusion matrix, which is
utilized. The confusion matrix is displayed in a tabular format.
The purpose of this function is to assess the concordance
between model predictions and real-world observations. In
the aforementioned example depicted in image 20, the Betawi
Batik class achieved a successful classification of 16 objects,
with only one instance of misclassification occurring in the
Javanese Barong Batik class, which was mistakenly identified
as the Betawi Batik class. The number of classes in the picture
is restricted to 10 in order to enhance the visibility of the
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confusion matrix results. Displaying the entire class would
make it challenging to discern the results.

6) Comparative Study of Every Architectural Performance
Quality: This section compares the performance of each
architecture in performing image classification by comparing
the F1-score value and validation accuracy of all architectures.
This comparison can be seen in figure 21 below:

Fig. 21. Performance Comparison on Each Architecture

Figure 21 above shows that the EfficientNetV2 architecture,
with a validation accuracy value of 85.93% and an F1-
score value of 86%, has the best performance in terms of
validation accuracy and the highest F1-score value. MobileNet,
MobileNetV2, MobileNetV3, and ShuffleNetV2 came next,
with an F1-score value of 77% and an accuracy validation
value of 78.76%. Next, contrast all of each architecture’s
parameters, as displayed in the following image:

Fig. 22. Comparative Analysis of Every Architectural Parameter

Based on Figure 22 above, it can be seen that Efficient-
NetV2 has the highest parameters of 7,366,166, followed by
MobileNetV3 with 5,674,717, MobileNetV2 with 3,706,209,
MobileNet with 3,398,318, then the smallest is the Shuf-
fleNetV2 architecture with total parameters. 1,423,058. From
Figure 21 and Figure 22, when compared, the total parameters
do not affect performance in image classification. Even though
the MobileNet architecture has a total of 3,398,318 parameters
which is smaller than MobileNetV2 which has a total of
3,706,269 parameters and MobileNetV3 which has a total
of 5,674,268 parameters, the performance of the MobileNet
architecture is better in terms of F1-score, namely 83% and

validation accuracy is 83.32% compared to MobileNetV2
which has an F1-score value of 81% and validation accuracy
of 82.04% and MobileNetV3 which has an F1-score value of
78% and validation accuracy of 79.65%.

IV. CONCLUSIONS

Based on the results of previous research that has been
discussed, the following are the conclusions that have been
obtained:

1. The characteristics of numerous Convolutional Neural
Network (CNN) models, including MobileNet, MobileNetV2,
MobileNetV3, EfficientNetV2, and ShuffleNetV2, are particu-
larly well-suited for mobile device implementation due to their
relatively low number of parameters.

2. The Convolutional Neural Network (CNN) method uti-
lizing the EfficientNetV2 architecture demonstrates superior
performance. It achieves a training accuracy of 97.35%, a
validation accuracy of 85.93%, a precision value of 87%, a
recall value of 86%, and an F1-score value of 86%. The model
has a total of 7,366,166 parameters.

3. The performance of an object classification model is not
directly correlated with the number of parameters it has. This
demonstrates that models with fewer parameters can attain
an equivalent or even superior level of accuracy compared to
models with a greater number of parameters.

4. Each model has different performance in classifying batik
designs or certain classes.

The following recommendation can be made as a result of
the research that has been conducted:

1. Future research can compare the performance of batik de-
sign classification between datasets with image augmentation
processes and datasets without image augmentation.

2. Subsequent studies can conduct a comparative examina-
tion of alternative architectures, such as SqueezeNet, Ghost-
Net, CondenseNet, and others, in order to ascertain the perfor-
mance and efficiency of each architecture in the classification
of batik designs on mobile devices.
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Abstract—Diabetes mellitus is a chronic disease that occurs
either when the body cannot use the insulin produced by the
pancreas or when the pancreas does not produce enough insulin.
Diabetes mellitus can cause damage to various body systems such
as failure of various organs such as eyes, kidneys, nerves, heart
and blood vessels. The purpose of this research is to create a
web-based diabetes disease prediction system using the machine
learning algorithm method, namely Decision Tree Classifier.
With various steps carried out, namely data collection, data
preprocessing, machine learning model building with the Decision
Tree algorithm, model evaluation and model implementation
using the web. The results showed that the developed model
was able to detect the risk of diabetes with 95% accuracy, 98%
precision, 75% recall for the minority class, and 97% F1-score.

Index Terms—Diabetes, machine learning, decision tree

I. INTRODUCTION

Diabetes is still a global concern today, because the disease
is a serious health problem that causes morbidity and mortality
in various parts of the world, especially in developing countries
including Indonesia. The World Health Organization (WHO)
says that diabetes is a chronic disease that occurs either when
the body cannot use the insulin produced by the pancreas or
when the pancreas does not produce sufficient amounts of
insulin [1].The International Diabetes Federation (IDF) reports
that in 2021 there are approximately 537 million adults (20-
79 years) living with diabetes and the total number of people
living with diabetes is projected to increase to 643 million in
2030 and 783 million in 2045 [2].

Based on the explanation above, of course, early detection
of diabetes is very important to do, it aims to reduce the
increasing number of people with diabetes. Early detection
can be done by experts and also by developing a diabetes
prediction system by utilizing various methods, one of which is
by utilizing information from data on people with diabetes by
involving computational processes, machine learning, statisti-
cal techniques, classification, clustering and pattern discovery
[3].

Machine Learning is one of the branches of Artificial In-
telligence, especially those that study how computers are able
to learn from data to improve their intelligence [4]. Machine
learning can be defined as the application of computer and
mathematical algorithms adopted by learning from data and

generating future predictions [5] [6].Each machine learning
algorithm has its own advantages and disadvantages, which
are usually influenced by the characteristics of the dataset,
the purpose of the analysis, and the level of complexity of the
problem to be solved. Certain algorithms may be more suitable
for datasets with large amounts of data or when there is class
imbalance, while other algorithms are superior in handling data
that has many features or requires clear interpretation [7].

Decision Tree algorithm is one of the widely used tech-
niques in machine learning and data mining for classification
and regression tasks. It works by dividing a dataset into smaller
subsets based on selected features, until the subset reaches a
minimum size or cannot be divided anymore. Decision trees
are effective in handling complex and non-linear data and are
easy to understand.

Based on this background, this research makes a diabetes
prediction system using machine learning methods with the
web-based Decision Tree algorithm using Streamlit which is
useful for predicting whether someone is predicted to have
diabetes or not.

II. PREVIOUS WORK

This research was conducted based on previous studies,
both from the theoretical basis, methods or research techniques
used. Here are some previous studies that became the founda-
tion of this research:

The first study, examined the classification of people with
diabetes using the Decision Tree C4.5 algorithm. As for
the results of this study, the model obtained an accuracy of
97.12% precision of 93.02% and recall of 100% [8]. The
second study examined the prediction of diabetes mellitus
using the Decision Tree C4.5 algorithm using RapidMiner
software. The results of this study showed that the model
obtained an accuracy of 91.82% [9]. The third study examined
the detection of diabetes mellitus using the Decision Tree
algorithm C4.5 architecture model, while the result was that
the model got an accuracy value of 96% [10]. The fourth study
examined classification modeling to determine diabetes with
causal factors using Decision Tree C4.5 in women, the test
results obtained an accuracy of 76.67%, precision of 72% and
recall of 41.67%. [11].979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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III. METHODOLOGY

This research is carried out in several stages, namely
searching for diabetes medical data, data processing, dividing
data into training data and test data, building models with the
Decision Tree algorithm, evaluating models using confusion
matrix and implementing models in web form using Streamlit.
The stages carried out in this study are described as in Figure
1 below:

Fig. 1. Research Flow Chart

A. Research Data

The data used in this study was obtained from
https://www.kaggle.com/datasets/iammustafatz/diabetes-
prediction-dataset. This data is the medical and demographic
data of the patient, along with the patient’s diabetes status
both positive and negative. The data is 100,000 patient data
including 9 variables such as age, gender, body mass index
(BMI), history of hypertension, history of heart disease,
smoking history, HbA1c levels, and blood glucose levels and
diabetes status.

B. Preprocessing Data

In the data pre-processing stage, the data will be cleaned
from empty or missing values so that the data used for the

Fig. 2. Variable Dataset

model building process is clean and improves the quality of
the data used for good model building. Furthermore, mapping
is also carried out so that data that has categorical values
can be converted into numerical data so that the data can
be processed and read during model building, and also the
data standardization process to avoid bias caused by different
feature scales. At this stage, the diabetes dataset will be split
into 70:30 in two parts using train_test_split from
scikit-learn, namely the training dataset (train) of 70% and
the test dataset (test) of 30%. The training data split will be
used to build patterns or models, while the test dataset split
will be used to test the models.

C. Model Developement

After the dataset is divided into training data and test
data, the next is the construction of a prediction classification
model using the decision tree algorithm from scikit learn, the
decision tree has the ability to handle data with non-linear
interdependent features. Data is built using training data. After
the model is trained, the next step is to test the model using
the training data.

D. Model Evaluation

After the model is built, the results of the model testing will
be evaluated using the confusion matrix from the confusion
matrix, then the classification report values such as accuracy,
precision, recall and F1-Score will be obtained.

E. Model Implementation

The next step is to save the model and build an interface that
can be used by users to predict diabetes using the modeling,
the construction of this modeling interface using streamlit,
streamlit has a simple appearance and is also easy to use in
integrating pyhton and has the ability to visualize data in real-
time.

IV. RESULT AND ANALYSIS

A. Machine Learning Model Building Results

The results of building a machine learning model with
the Decision Tree algorithm can be seen from the evaluation
results of the model. There are evaluation results in this study
using confusion matrix and also classification reports such as
accuracy, precision, recall and F1-Score. The confusion matrix
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generated in the model that has been built is as shown below:

Fig. 3. Confusion Matrix

In the figure above, it can be seen that the model success-
fully predicted 25,465 negative data accurately (TN) and the
model successfully predicted 1,908 positive data accurately
(TP). However, the model incorrectly predicts 802 data as
positive when it should be negative (FP), and the model also
incorrectly predicts 669 data as negative when it should be
positive (FN). Based on the confusion matrices above, it can
be used to calculate several performance matrices such as ac-
curacy, precision, recall and F1-Score using existing equations.
The results of the performance matrix are as follows:

Fig. 4. Classification Report

The figure above shows that the model has a good accuracy
of 95%, meaning that the model successfully predicts 95% of
all data. Then also in the negative class of diabetes (0) the
model managed to get a precision value of 97%, which means
97% of class 0 predictions are truly negative. Only 3% of
class 0 predictions are wrong (False Positive), then the model
also managed to get a recall value of 97% which indicates
that 97% of negative data was successfully detected correctly
as negative. Only 3% of negative cases were missed (False
Negative) and also the model managed to get an F1-Score
value of 97% which is a combination of precision and recall.

This value shows that the model has a very good balance in
predicting class 0.

Furthermore, in the positive class of diabetes (1) the model
managed to get a precision value of 70% which means 70%
of class 1 predictions are really positive, while the other 30%
are False Positive (wrong prediction as positive). Furthermore,
the model managed to get a recall value of 74% which
indicates that 74% of all positive data were correctly detected
as positive. However, there are 26% positive cases that were
missed (False Negative). Furthermore, the model managed to
get an F1-Score value of 72%, which shows its performance
is slightly lower compared to class 0, because the precision
and recall for this class are lower.

In the classification report, there is also a Macro Average
which gives an overview of the average performance of the
model equally between class 0 and class 1, without considering
the imbalance in the amount of data for each class. The model
gets 84% average precision from both classes, 85% average
recall from both classes, and 85% average f1-score from both
classes. In addition, there is also a Weighted Average, which
is a weighted average that considers the proportion of each
class in the dataset where the model gets a Precision, Recall,
and F1-Score value of

B. Model Implementation Result

In order to make it easier for users to interact with the
diabetes prediction model that has been developed, the web
interface is made using Streamlit. This web application con-
sists of several menus that can help and facilitate users in
predicting diabetes, there are 5 menus designed to facilitate
the prediction of diabetes, namely the Dashboard menu which
is the main menu of this web application, the BMI calculation
menu to make it easier for users if they do not know their body
mass index, the multiple predict menu that can predict faster
because it can predict a lot of data in csv form, the history
menu that can help to track and review the prediction history
that has been done by users and the About menu that provides
information about this diabetes prediction web application.

The Dashboard menu is the core feature of this web appli-
cation, which is designed to facilitate live diabetes prediction
using the trained Decision Tree model. In this menu, users are
presented with a simple yet comprehensive interface, where
they are asked to enter various relevant health parameters,
including age, hypertension, heart disease, smoking history,
BMI, and blood glucose level.

Each of these parameters is taken from the data collected
during the evaluation process, and the user is asked to fill them
in the form provided. Once all the parameters are inputted, the
user can click on the prediction button to get the analysis
results instantly. The results will display the possibility of
whether the user has diabetes or not based on the data that has
been entered. The implementation of this Dashboard feature
not only provides convenience in obtaining prediction results
quickly and accurately, but also offers a user-friendly interface,
making it easy to assess individual health without the need for
in-depth technical skills. With this feature, the app provides
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Fig. 5. Menu Dashboard

easy and efficient access for users to monitor their diabetes
risk, while allowing them to make better health decisions based
on the prediction results presented in real-time.

Fig. 6. Menu BMI

The BMI menu is an important feature in the app that allows
users to easily calculate their Body Mass Index (BMI). Users
are invited to enter their weight and height data into the form
provided.

Fig. 7. Menu Multipe Predict

The Multiple Predict menu is a powerful feature in the app
designed to handle diabetes prediction quickly and accurately.
This feature is particularly useful in clinical or research con-
texts where data analysis for large groups is required. Through
this interface, users can upload a CSV file containing health
parameter data for multiple individuals at once, including
information such as age, hypertension, heart disease, smoking
history, BMI, and blood glucose levels. Once the file is
uploaded, the app will automatically process each line of data
and provide diabetes prediction results for each individual
listed in the file.

Fig. 8. Menu History

The History menu in the application serves as an important
tool for tracking and reviewing the history of predictions that
have been made by the user. This feature allows users to see
a list of all the predictions that have been made, which are
stored systematically in an easy-to-read table.

V. CONCLUSION

Based on the results of the research and analysis that has
been carried out, the conclusions of this study are as follows:

1) In this study, a Decision Tree model has been success-
fully built for diabetes prediction. This process involves
data preprocessing, division of datasets into training data
and test data, model building, model evaluation and
model implementation.

2) The evaluation results show that the Decision Tree
model has good performance with accuracy reaching
95%. Evaluation metrics such as precision, recall, and
f1-score also show that this model is able to predict
diabetes effectively.

3) The interactive web interface built using Streamlit allows
users to interact with the diabetes prediction model
easily and intuitively. Features such as Dashboard, BMI,
Multiple Predict, History, and About provide various
tools and information that are useful for users in man-
aging and monitoring health.
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Abstract—A compact disc can be made to function like a
solar cell because a piece of a compact disc that is wired can
generate electricity. This process occurs due to the photoelectric
or photovoltaic effect. When sunlight strikes an object that is
sensitive to light, that object can generate voltage. There are
several factors that influence the generated voltage, namely the
number of turns, the Zener diode, and the intensity of light
received. This research is conducted to analyze the impact of
the number of turns on a compact disc. This study is an
implementational research where it will create, modify, and
analyze the impact of light intensity on the compact disc, thus this
research will use experimental methods. The data was obtained
by creating and measuring a device. The results indicate that the
compact disc experiences an increase in voltage generated with
the addition of the number of turns and the Zener diode used;
furthermore, light intensity also plays an important role in the
voltage produced. The best compact disc is type 1, type 3 at the
peak point with a sunlight intensity of 94,400 Lux, producing
a voltage of 2.4 volts. This type features an axial winding with
60 turns and 5 Zener diodes. A simple solar power system was
created using this type 1, type 3, generating a power output of
1.3 W for series connection and 0.7 W for parallel connection,
with an efficiency of 5.7

Index Terms—Solar cell, compact disc, wiring, Zener.

I. INTRODUCTION

Solar cells are a good alternative energy because of the use
of sunlight using solar panels. Solar panels are an important
component in PLTS where the sunlight received undergoes
the phenomenon of energy conversion from light to electricity.
Solar panels are also known as photovoltaic cells which mean
”light-electric” [1]. The principle of operation of these solar
cells is called a photo-voltaic effect where a solar cell exposed
to sunlight changes the energy of the sun to create a current
flowing on two layers that have opposite charges. To ensure
the provision of clean and environmentally friendly electricity
using solar power, it is necessary to analyze the various failures
associated with photovoltaic systems that can result in energy

deficits and system damage and can cause fire hazards that are
often difficult to avoid [2].

The use of solar energy as a solar cell today can be made
using a Compact disc, a compact disc that is treated to generate
electrical voltage. This can happen because of the photovoltaic
effect when a solar cell is exposed to sunlight and radiates
an object that has a level of sensitivity to light then objects
can generate electric voltage Under clear weather conditions,
the earth’s surface receives about 1000 watts of solar thermal
energy per square meter [3]. So that the modified compact
disc is placed in an open place and there is enough sunlight
Compact disc can receive light from the sun to be converted
into electricity. By using the Compact disc as a solar panel, the
cost of using it is not too expensive because it takes advantage
of the used Compact disk so the cost is not very expensive.
For now, the Compact disc has begun not to be much used
by the public because of its estimated size and small storage
size. So most people prefer flash disc because of its small
size so it’s easy to store and put in a pants pocket as well
as large file storage capacity. The impact of a lot of compact
disks being discarded and adding to garbage pollution, is why
compact disc recycling is one way to deal with the problem.
Solar Photovoltaic Devices, and Photo-Electrochemical Cells
both these techniques they use sunlight without generating by-
products or risk of pollution [4]. [5].

This research will focus on the solar panels of the Compact
disc as an affordable and environmentally-friendly alternative
energy source, where several variable modifications will be
made to the compact disc with different methods of treatment
both in the type of wire, the number of curtains and the method
used [6]. It aims to find out the effect of the curtain and the
amount of curtain to generate power on the Solar panel of
this Compact disk, so that later it will be known the impact
of modifying the quantity of curtail in the solar cell of this
compact disk. The curtain amount is influential because it
follows Michael Faraday’s law in his theory where in a curve979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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that causes changes in magnetic fluxes or commonly called
electromagnetic induction where if the magnetic field when
the value of the flux changes can produce electric current [7].
[8]. In addition, there is also Ohm’s law, which says that the
electric current in a closed circuit is directly relative to the
voltage and vice versa relative to the impedance [8].. This
research is influenced by weather because data collection is
done by sunning the panel in the sunshine so the intensity of
solar radiation the panel receives will vary all the time [9].

At the time the panel is sunny the panel will experience a
phenomenon of energy change from light to electricity where
this is called photovoltaic [10]. It can generate electricity due
to the photoelectric effect, where a metal or copper plate
exposed to light/light will release electrons [11].. In this phase
of the process, the testing and measurement is done using a
multimeter that is already arranged based on the guidelines
from the electrical engineering books and electronics of in-
struments [12]. And for the measuring angle is 00 so that
all the panels of this Compact disc will receive the same
intensity of solar radiation, although the same voltage will also
be different depending on the type and type of panel [13]. This
photovoltaic effect can produce electric energy constantly will
produce energy ranging from 0.5 volts up to 600 mV [13]
[14]. The data will then be collected twice on each type and
type of solar cell where 2 each is made as a comparison and as
the accuracy of every type and its type then will be compared
its values according to the measurement tolerance guidelines,
so that the result will be accurate data and can be analyzed
well [15]. The purpose of analyzing the data obtained is to
know the impact of the change of the curve and the amount
of curvature on the voltage generated by the solar cell of the
compact disc.

II. RESEARCH METHODS

This research is an implemented research where this re-
search will make and modify its own compact disc solar panel
so that this research will use the experimental method. The
stages of this research can be seen in Figure 1 below:

The research process is carried out through several stages
as follows:

• Identification the problem, purpose and limitation of the
problem, done by discussing and looking for references
that have the same topic.

• Making solar panels using compact disc.

• Data collection, data is obtained by directly measuring
the compact disc solar cell by drying it, data collection
is carried out starting from 9 am to 3 pm.

• Data evaluation, the data is evaluated whether the data
obtained is sufficient and good.

• Data analysis, the data obtained if it is deemed sufficient
and good then it is analyzed

• The results can be drawn conclusions and opinions about
the data obtained so that the research can be said to be
finis.

Fig. 1. Research Flowchart

A. Faraday’s law

Using solar energy using Compact disc to generate electric-
ity. It could happen because of the photovoltaic effect. The
principle of photovoltaic operation is that if the bias of light
uses an object with a high light sensitivity then the object
can generate a voltage. The way it works is a compact disc
placed in an open place that has enough sunlight, then it
will generate electricity. For the output voltage itself depends
on the intensity of sunlight or weather. When the weather is
bright, the voltage will be higher than in fog or fog weather.
The number of curves can also be influenced according to
Michael Faraday in the theory where the curve can cause
changes in magnetic flow or commonly called electromagnetic
induction where if the magnetic field that when the flow value
changes can produce electric current [7]

B = µ0NI
2r (1)

Where:

B = Magnetic field magnitude

µ0 = Vacuum space permeability (4π × 10−7 T.m/A)

I = Electrical current (A)
N = Number of cubes (units of length (cm))
r = Sinusoidal length (cm)

The amount of buckle has a direct influence on the voltage
generated in a system where the number of bucks determines
the ratio of voltage between the input bucket and the output
bucket. Where the conclusion is the amount of packaging also
affects the voltage generated. When a current flows through an
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inductor, a magnetic field generated by a change in the current
that flows, according to Faraday’s law, a larger amount of wire
can produce a higher voltage. As for the component used, it
consists of a modified compact disk as shown in Figure 2:

Fig. 2. Solar Cell Compact Disc

The compact disc from the compact disc in Figure 2 is
made using easy-to-reach materials, as well as a fairly easy
tool making process, and pollution-free. Here is the stage of
making a compact disc solar panel based on the refraction
of research similar to the title potential of used compact disc
pieces as alternative solar panels.

B. Photovoltaic efficiency

Photovoltaic efficiency refers to the power of a solar panel
or solar cell to convert sunlight into electricity. It is a key
parameter in evaluating the performance of a PV system.
Phovoltaic effectiveness is measured as the percentage of the
sunlight that affects the solar panel converted to power.

Efisiency fotovoltaik(η) =
Maximum output power

The power of sunlight received
(2)

Where the maximum output power is the maximum elec-
trical power (W). And the sunlight power received is the the
amount of light falling on the surface area of the solar panel
(W/m2).

C. Electrical measurement tolerance

Electrical measurement tolerance refers to how close the
electrical measuring result is to the actual value of the
measured parameter. Electricity is a vital element in many
applications, including industry, engineering, and everyday
life, so tolerance in electrical measurement is crucial. Too
much tolerance can lead to significant errors in calculation
and decision-making; too little tolerance will be difficult or ex-
pensive to. Tolerances for electrical measurements are usually
determined by standards and technical specifications issued by
relevant standardized bodies and regulatory authorities such
as the International Electro technical Commission (IEC), the
American National Standards Institute (ANSI), or other na-
tional standards. These standards specify tolerances for various
types of electrical, voltage, current, power, etc. Measurement

of voltage in electrical power systems, tolerance is usually
expressed as a percentage of the nominal voltage value. If
the electrical device has a voltage measurement tolerance of
±5%, the measured voltage value must be in the range of 95%
to 105% of the actual identifying voltage. Understanding the
tolerances of electrical measurement ensures that the electrical
system operates accurately [15].

III. RESULT AND DISCUSSION

The results and discussion where the results are the data
obtained during the research and the discussion is an analysis
of the data obtained and then analysis in order to obtain
conclusions and results from this study.

A. Measurement Result
The research data is obtained from the results of measure-

ments made directly on the device made by using a digital
MultiMate at the specified time, namely from 9 am to 3 pm.
Data is taken from different compact disc where there are 3
types of compact disc, each of which has 3 different types
of coils and each type is also made 2 pieces for proof or
clarification of the voltage produced. The following are the
data obtained from this research.

• Compact Disc Type 1
Compact disc type 1 is a winding or axial coil type compact

disc where in this type the supreme wire is wrapped around a
compact disc (CD).

Fig. 3. Compact disc type 1

In Figure 3 there are 3 types of compact disc with different
numbers of windings or coils, where each is made 2 for
comparison. The 3 types consist of 20 turns with 3 Zener
diodes, 80 turns with 3 Zener diodes and 60 turns with 5
Zener diodes.
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TABLE I
MEASUREMENT DATA

Type
Compact disc

Voltage
CD 1 (V)

Compact disc
Voltage

CD 2 (V)
Time

Light
Intensity

(Lux)
1-1 0.73 0.81 09.00 16280

0.92 0.92 10.00 26250
1.2 1.2 11.00 68250
1.4 1.4 12.00 72750
1.4 1.4 13.00 94400
1.5 1.5 14.00 94400
1.2 1.1 15.00 60390

1-2 0.74 0.93 09.00 16280
1.1 1.2 10.00 26250
1.4 1.4 11.00 68250
1.5 1.5 12.00 70820
1.5 1.5 13.00 72750
1.5 1.5 14.00 94400
1.2 1.3 15.00 60390

1-3 0.98 1 09.00 16280
1.2 1.2 10.00 26250
1.5 1.5 11.00 68250
1.6 1.6 12.00 70820
1.8 1.8 13.00 72750
2.3 2.4 14.00 94400
1.5 1.5 15.00 60390

From the data in Table I section 1-1, a graph is made to see
the development of voltage measurements that take place at
each time, this graph aims to facilitate analysis. The following
is a picture of the graph in Figure 4 below:

Fig. 4. Graphic data Type 1-1

In Figure 4, there are 2 graphs where Figure 4 is a graph of
the measurement data done. In Figure 4, the graph data above
shows that the voltage data is increasing as the light intensity
received by the compact disc on Compact disc 1 and Compact
disk 2, where Compact Disc 1 is better than Compact Disk 2,
where compact disk 1 is stable and produces a voltage of 0.70
to 1.5 volts and compact disc 2 produces only 0.56 volts to 1,5
volts, although both are the same but the results are slightly
different, from the data table 1 and also the graphic image
on Figure 4. There are several factors causing the difference
in voltage among them is the condition of compact solar disc

disturbed which causes measurements or calibration error of
measuring instruments. But despite the difference, the data is
still in good shape given that the measurement tolerance is not
too great. So the result is still said to be good, because it is
still within a value not far from the measuring tolerance value
of +5%.

Table I section 1-2 data is made graph to see the devel-
opment of voltage measurements that take place at each time,
this graph aims to facilitate analysis. The following is a picture
of the graph in Figure 5 below:

Fig. 5. Graphic data Type 1-2

In Figure 5, there are 2 graphs where Figure 5 is a graph
of compact disc measurement data. In Fig. 5, it can be seen
that the voltage data is still not very different from the type
1 compact disc, where the tension is stable at 1.4 volts and
peaked to 1.5 volts due to the increased sunlight intensity of
94400 Lux for Compact disc 1 and Compact disk 2, although
there is still a small difference due to compact disc compact
disc condition interrupted by sending, measuring errors or
calibration of measuring instruments. But the data can still
be said to be good and still within the measurement tolerance.

Table I section 1-3 data is made graph to see the devel-
opment of voltage measurements that take place at each time,
this graph aims to facilitate analysis. The following is a picture
of the graph in Figure 6 below:

Fig. 6. Graphic data Type 1-3

In Figure 6, there are 2 graphic images where Figure 6 is a
measurement data graph. As for the data obtained on Compact
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disc 1 and 2, there are still the same differences as in type 1
and type 2 compact disc due to a number of factors, such
as disturbed or dispatched compact disc conditions that cause
measurement or calibration errors of measuring instruments.
But it’s still said good to refer to measurement tolerance. In
Figure 6 and Table 1, we can see that the voltage generated
by compact disc is increasing compared to type 1 and type
2, where the voltage reaches 2.4 volts on the Compact disc
2. It is concluded that the increase in the amount of splashes
affects the tension generated according to the law of Faraday,
although the increase is not large enough as in type 3, so
it can be inferred that the increased amount of flushes must
be accompanied by the number of diodes as well as a large
sunlight intensity of 94400 Lux.

• Compact disc Type 2
Compact disc type 2 is a radial coil or coil type compact disc

where in this type the supreme wire is placed on a compact
disc (CD).

Fig. 7. Compact disc type 2.

In Figure 7 There are 3 types of compact disc with different
numbers of windings or coils, where each is made 2 for
comparison, namely 10 windings with 3 Zener diodes, 13
windings with 4 Zener diodes and 10 windings with 5 Zener
diodes.

data graph. Where in Table II and Figure 8 the voltage data
produced by compact disc 1 and 2 are not as good as before,
both CD 1 and CD 2 data. The voltage produced is also slightly
superior to type 1 type 1 and 2, where voltage steps at the
figure of 1.5 volts.

In Figure 9 there are 2 graphs where Figure 49 is a
measurement data graph. In Table II and Figure 9 it can
be seen that compact disks 1 and 2 both before and after
coating produce a good voltage so that they are still in the

TABLE II
MEASUREMENT DATA

Type
Compact disc

Voltage
CD 1 (V)

Compact disc
Voltage

CD 2 (V)
Time

Light
Intensity

(Lux)
2-1 0.62 0.71 09.00 16280

1.1 0.98 10.00 26250
1.6 1.3 11.00 68250
1.3 1.4 12.00 72750
1.4 1.5 13.00 94400
1.5 1.5 14.00 94400
1.3 1.3 15.00 60390

2-2 0.78 0.82 09.00 16280
1.3 1.3 10.00 26250
1.4 1.4 11.00 68250
1.6 1.6 12.00 70820
1.7 1.7 13.00 72750
1.8 1.8 14.00 94400
1.3 1.3 15.00 60390

2-3 1 0.93 09.00 16280
1.2 1.2 10.00 26250
1.6 1.6 11.00 68250
1.7 1.7 12.00 70820
1.9 1.8 13.00 72750
2.2 2.2 14.00 94400
1.5 1.5 15.00 60390

Fig. 8. Graphic data Type 2-1

measurement tolerances, and for the data the voltage increases
as the intensity of light, the number of blisters and diodes in
the compact disc increases.

In Figure 10 there are 2 Graphics where Fig. 10 is a diagram
of measurement data. In Table II and Figure 10 it can be seen
that compact disc 1 and 2 are still fairly tight, referring to the
measurement tolerances, and the voltage data has improved
even better than the type 2 compact disc type 2, and can be
concluded for the result that as the light intensity increases, the
number of blisters and diodes then the tension will increase.

• Compact disc type 3

Compact disc type 3 is a winding or axial coil type compact
disc, different from type 1, in this type the supreme wire

104 



Fig. 9. Graphic data Type 2-2

Fig. 10. Graphic data Type 2-3

is placed on a CD (compact disc). The modification is also
different where only the addition of the winding does not occur
with the diode.

In Figure 11 there are 3 types of compact disc with
different numbers of windings or coils, where each is made
2 for comparison, namely 5 windings with 4 Zener diodes, 7
windings with 4 Zener diodes and 10 windings with 4 Zener
diodes.

In Figure 12 there are 2 Graphics where Fig. 12 is a
measurement data graph. In Table III and Figure 12 we can
see compact disc data 1 and 2 very well, and for the voltage
not as much as type 1 - 2 and type 2 - 1, 2 and 3 where
this just strengthens the theory of the law of faraday and ohm
where with the addition of the number of brakes as well as the
intensity of light and also diodes then the generated voltage
will be bigger and bigger, where in this type there is a great
decrease in the amount of bridges so that the tension is not
big.

In Figure 13, there are 2 graphic images where Figure 13 is
a measurement data graph. In Table III and Figure 13, compact
disc voltage data 1 and 2 both prior to coating and after well-
fitting refer to the measurement tolerance, and the voltage also
increases as the amount of light intensity and the number of
flashes adds, this reinforces the conclusion that as the quantity
of flashing adds then the tension will increase and greatly
influenced by the amount and the intensity of light received
by the compact disc.

Fig. 11. Compact disc type 3

Fig. 12. Compact disc type 3-1

Fig. 13. Compact disc type 3-2
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TABLE III
MEASUREMENT DATA

Type
Compact disc

Voltage
CD 1 (V)

Compact disc
Voltage

CD 2 (V)
Time

Light
Intensity

(Lux)
3-1 0.88 0.93 09.00 16280

1.4 1.4 10.00 26250
1.6 1.6 11.00 68250
1.7 1.7 12.00 72750
1.8 1.8 13.00 94400
1.8 1.9 14.00 94400
1.2 1.3 15.00 60390

3-2 0.83 0.86 09.00 16280
1.2 1.2 10.00 26250
1.4 1.4 11.00 68250
1.5 1.5 12.00 70820
1.6 1.6 13.00 72750
1.6 1.7 14.00 94400
1.2 1.3 15.00 60390

3-3 0.88 0.93 09.00 16280
1.4 1.4 10.00 26250
1.6 1.6 11.00 68250
1.7 1.7 12.00 70820
1.8 1.8 13.00 72750
1.8 1.9 14.00 94400
1.2 1.3 15.00 60390

Fig. 14. Compact disc type 3-2

In Figure 14, there are 2 graphic images where Figure
14 summarizes a graphic image of the measurement data on
type 3 compact disc. In Table III and Figure14, compact disc
voltage data 1 and 2 are said to refer both to the measuring
tolerances, and the voltage values are increased even more
than type 1 and 2, with the addition of the intensity of light
and curvature and reinforcing the theory of Faraday’s law of
influence on the increasing voltage.

B. Simple solar power plant

After making many diverse compact disc that aim to find the
best one to make a simple solar power plant that will produce
electrical power. As for finding out the best compact disc, the
highest voltage data has been made at 14.00 from each type
and type in Table IV.

TABLE IV
HIGHEST MEASUREMENT DATA

Type I Type II Type III
1-1 1-1 1-1 1-1 1-2 1-2 1-1 1-1 1-2

1.5 V 1.5 V 2.4 V 1.5 V 1.8 V 2.2 V 1.6 V 1.7 V 1.9 V

Based on table IV above, it can be seen that the best is type
1 type 3 with 2.3 volts where this type is an axial winding
type with 60 turns and 5 Zener diodes, then 8 compact disc
are made, each of which is divided into 13 to make 2 types
of relationships, namely series and parallel, for a simple solar
power plant circuit in Figure 15.

Fig. 15. Simple solar power plant

In Figure 4 is a simple solar power plant circuit that is
made into 2 where one is connected in series and the other is
connected in parallel as in Figure 16:

Fig. 16. (a) Parallel circuit (b) Series circuit

After being made, it was tested by drying it in the hot sun
at the peak temperature at 14:00 pm. The following are the
results of the data obtained:
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No. Parallel circuits Series circuits Light

intensity

Voltage (V) Current (I) Voltage (V) Current (I) (LUX)

1 2.2 0.36 10.3 0.13 94400

2 0.7 W 1.3 W

In the table V data above, it can be concluded that the power
generated is better in series than parallel, where the voltage
value in series is greater than parallel but the current is greater
than parallel. The efficiency value of the compact disc is:

Photovoltaic efficiency can be calculated mathematically as
follows:

Efisiency fotovoltaik =
Maximum output power

The power of sunlight received
(3)

Where the maximum output power is the maximum electri-
cal power (W). And the received sunlight power is the sunlight
power that falls on solar panel surface area (W/m²). It is
known that the electric power generated is 0.7 W for parallel
connection and 1.3 W for series connection. To calculate the
efficiency, the value of the received sunlight power is the
sunlight power that falls on the surface area of the solar panel
(W/m²). To find the received sunlight power a relationship
equation as follows:

cos θ = sin(α− β) + cos δ · cos(α− β) · cosω (4)

Where:
θ = Angle of the incident ray to the surface normal line
δ = Angle of declination
α = Latitude of the tool position
β = Angular slope of surface and tool
ω = Time angle

When the result of multiplying the solar intensity received
by the earth with the cosine of the angle of the incident rays,
the amount of energy rate received by a surface on earth with
a square area can be written with the equation.

q

A
= Gr cos θ (5)

Where:
q : Energy rate (W)

A : Unit area on the field (m2)
GT : Solar light intensity received by the earth’s surface

(W/m2)
θ : Angle of incident ray

Thus
1.

q

A
= GT cos θ

1.3

576m2
= GT cos 0

GT =
1.3

576 cm2
· cos 0

GT =
1.3

5.76m2
· cos 0

GT = 0.225W/m2

= 5.7%

Efficiency(η) =
Maximum output power
Received sunlight power

=
1.3W

0.225W/m2

= 5.7%

2.
q

A
= GT cos θ

0.7

576m2
= GT cos 0

GT =
0.7

576 cm2
· cos 0

GT =
0.7

5.76m2
· cos 0

GT == 0.121W/m2

Efficiency(η) =
Maximum output power
Received sunlight power

=
0.7W

0.121W/m2

= 5.7%

The efficiency value obtained is quite low because Compact
disc solar cells do not produce as much power as solar cells in
general and it can be concluded that solar cells from Compact
discs cannot be used as alternative energy but can be used as
a learning medium about the photoelectric effect that is good
and easy to make at low cost.
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IV. CONCLUSION

Compact disc compact disc are made based on the type of
winding, namely axial or radial as we as the number of turns
and zener diodes. The resulting voltage varies, in Table V the
best obtained is type 1 type 3 with 2.4 volts axial winding
type with 60 turns and 5 zener diodes. In Table I to Table
II the number of turns and diodes is added and the resulting
voltage increases, and in Table III only the number of turns
is added, the result is that the voltage has increased so that it
can be concluded that the more turns the voltage will increase.
The potential of compact disc compact disc is quite good with
an efficiency of 5.7% and in terms of cost and how to make
compact disc from compact disc which are quite easy and
good as an alternative learning media about photoelectricity
that is cheap and easy to make. My recommendation is not
to use ordinary solder because too high a temperature can
damage the diode part so that the compact disc will not work
properly. However, ordinary solder can also be used by using
a special soldering gel so as not to damage the diode part. and
there is still a possibility that the type of compact disc is one
of the parameters that have an impact on the power generated.
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Abstract—This paper explores an efficient implementation
of the sigmoid function on Field-Programmable Gate Arrays
(FPGAs) through Piecewise Linear Approximation (PLAN).
Recognizing the high computational demands of exact sigmoid
calculations, we propose a methodology that leverages Ap-
proximate Computing techniques to enhance performance. By
strategically reducing precision, our approach significantly speeds
up computations while maintaining acceptable accuracy levels,
thus optimizing resource usage. This trade-off is particularly
advantageous in scenarios demanding high-speed data processing
and low power consumption. We demonstrate the feasibility and
benefits of our method with empirical results, suggesting its
practicality for real-time applications in neural networks and
machine learning.

Index Terms—Sigmoid Activation function, FPGA, Approxi-
mate Computing

I. INTRODUCTION

The landscape of artificial intelligence and machine learning
has witnessed unparalleled growth in innovation and demand.
As these fields advance, there is an increasing need for
specialized hardware to accelerate complex neural network
computations. Very-Large-Scale Integration (VLSI) provides
a crucial platform for designing and optimizing hardware
tailored to specific computational requirements [1][2].

This paper investigates the integration of the sigmoid ac-
tivation function, a vital component in neural networks, on
a FPGA using VLSI design principles. The Sigmoid function
introduces non-linearity to neural network layers, enabling the
capture of complex data relationships. By implementing the
Sigmoid function on an FPGA using VLSI methodologies, this
research aims to harness the parallel processing capabilities of
FPGAs to expedite inference and training tasks [3].

The integration of the sigmoid function in FPGA through
approximate computing represents a novel approach to enhanc-
ing computational efficiency. This technique involves strategic
reductions in computational precision, which, while slightly

decreasing accuracy, substantially optimizes power consump-
tion and resource utilization within FPGA environments. By
simplifying the calculations involved in the sigmoid function,
the system demands less power and fewer resources, making
it highly suitable for applications where these factors are
constrained. Potential applications of this technology include
embedded systems in portable medical devices, where long
battery life is crucial, and real-time processing systems in IoT
devices, where efficiency is prioritized over perfect accuracy.

To ensure a clear understanding of this research, we will go
through the sigmoid activation function and its approximation
techniques and also learn about approximate computing. We
will also discuss the methodology that explain the specific
methods used in this study, including how the sigmoid function
was designed and implemented in FPGA using approximate
computing. The results section will show the findings, high-
lighting the performance improvements achieved with the pro-
posed approach. We will also examine these results, comparing
them with existing methods and noting the significance of the
improvements.

II. SIGMOID ACTIVATION FUNCTION AND ITS
APPROXIMATION TECHNIQUES

The sigmoid function is a mathematical function that pro-
duces an ”S”-shaped curve. It is widely used in various fields,
particularly in artificial neural networks, to introduce non-
linearity into the model by mapping real-valued numbers into
the range between 0 and 1. This bounded output makes the
sigmoid function ideal for tasks like binary classification,
where it can represent probabilities. The classic equation of
sigmoid can be defined Eq.(2) [3].

f(x, k, b, T, c) = k +
c

1 + beTx
,∀x ∈ R (1)

979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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where k ∈ R, b ∈ R+, T, c ∈ R \ {0}, R - the set of real
numbers (−∞,+∞), R+ - the set of real positive numbers
(0,+∞), R{0} - The set of real numbers except zero point
(−∞, 0) and (0,+∞)

• Classical sigmoid function ( k = 0, c = b = 1, T = −1)

f(x) =
1

1 + e−x
(2)

• Thermodynamic-like function ( k = 0, c = b = 1, T =
−1/T ′)

t(x, T ) =
1

1 + e−x/T
(3)

• Hyberbolic Tangent ( k = 1, c = b = −2, T = 2)

h(x) =
ex − e−x

ex + e−x
(4)

There are different ways of approximating a sigmoid func-
tion which includes LUT [4], Taylor transformation, Piecewise
Linear Approximation (PLAN). Some research suggest their
own approximation techniques which focuses on more accu-
racy. A novel approach of approximating and implementing
non-linear functions by utilizting logarithmic function and im-
plementing Taylor series Expansion [5]. A proposed a method
combination of second order nonlinear function (SONF) and
the differential lookup table (dLUT) [6]. A unique approach
called Chebyshev’s polynomial approximation [7].

For simplification, we will make use of the basic technique
for approximating a non-linear function which is Piecewise
Linear Approximation (PLAN).

A. Piecewise linear approximation of the sigmoid function
(PLAN approximation)

This method involves in spliting the function into several
linear or non-linear segment. For example, PLAN approxima-
tion for sigmoid in the range of -5 to 5, we might split this
range into several intervals, let’s say we divide at (-5, -2, 0,
2, 5), the slope between the each consecutive points using the
Eq. f(x) = mx+ c, as we observe in the Fig.(1).

In this paper, the following Eq.(5) is used for the approxi-
mation using PLAN [4],

f(x) =


1 5.0 ≤ |x|
0.03125 ∗ |x|+ 0.84375 2.375 ≤ |x| < 5.0

0.125 ∗ |x|+ 0.625 1.0 ≤ |x| < 2.375

0.25 ∗ |x|+ 0.5 0 ≤ x < 1.0

(5)

For reducing the complexity we converted into integer by
multiplying its terms without the variable |x| by 210 [8], as
given in Eq.(6).

f(x) =


1024 5120 ≤ |x|
2−5 ∗ |x|+ 864 2432 ≤ |x| < 5120

2−3 ∗ |x|+ 640 1024 ≤ |x| < 2432

2−2 ∗ |x|+ 512 0 ≤ x < 1024

(6)

Fig. 1. Comparision between PLAN and Sigmoid Function

III. APPROXIMATE COMPUTING FOR OPTIMIZTION

Approximate Computing is an emerging research area that
focuses on optimizing computational efficiency by intention-
ally reducing precision. This technique is particularly valuable
in scenarios where absolute accuracy is less crucial. By allow-
ing slight inaccuracies in calculations, systems can achieve
substantial improvements in speed and power consumption.
This approach is well-suited for applications like multimedia
processing, machine learning, and sensor data analysis, where
minor errors are tolerable in return for enhanced performance
and reduced resource usage. The main advantages of approxi-
mate computing include lowered computational demands and
improved efficiency, especially in environments with limited
resources [9].

A. Approximate Adder

Although the operation of an adding cell is relatively
straightforward, the frequency with which it is used means
that the electrical performance of a Full Adder is crucial for
system efficiency. Full adders are designed with three inputs
, two operand bits (A and B) and a carry-in (Cin), and they
produce two outputs and its given with the Eq.(7) and Eq.(8).

S = A⊕B ⊕ Cin (7)

Cout = (A ·B) + (A⊕B) · Cin (8)

This is where the concept of Approximate adders comes into
play. Approximate adders are used to improve power efficiency
and computational speed by simplifying the arithmetic opera-
tions, but at the cost of some accuracy [10]. In many real-world
applications, such as video processing and machine learning,
the slight loss in precision due to approximate computing does
not substantially affect the final outcome but does allow for a
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reduction in power consumption and faster processing speeds
[11].

An approximate adder modifies the arithmetic operations by
altering how the least significant bit (LSB) and, sometimes, the
most significant bit (MSB) are processed, aiming to simplify
the computations [12]. The carry output Cout (Eq. (9)) is
calculated as the logical AND of A and B, ignoring the carry-
in which simplifies the logic and reduces the hardware needed
as shown in the Fig. (2).

Cout = (A&B) (9)

Fig. 2. Approximate Adder Structure

IV. IMPLEMENTATION OF SIGMOID FUNCTION IN FPGA

The implementation of the sigmoid function has been
carried out in Xilinx Vivado 2023.2 which uses the board
XC7K70TFBV676-1 for FPGA and Verilog is used for
HDL(Hardware Descriptive Language).

For implementation of the Eq.(6) in verilog requires multi-
plier which has long latency and large complexity. Since we
reduced the complexity of Eq.(5) by multiplying the integers
with 210, we can use shift operators (<<) which usually means
x << n effectively multiplies x by 2n, while x >> n divides x
by 2n. Therefore instead using the multiplier, we use the right
shift >>. We get the Eq.(10).

f(x) =


1024 5120 ≤ |x|
|x|>>5 + 864 2432 ≤ |x| < 5120

|x|>>3 + 640 1024 ≤ |x| < 2432

|x|>>2 + 512 0 ≤ x < 1024

(10)

Now since we are implementing approximate computing,
we would not use (+) operator, instead we create a module
of approximate adder and the implement it on the Eq.(10). In
our case, we have taken 6-bit LSB (Least Significant Bits)
which didn’t go proper addition without carry and can be
implemented by XOR operator and the rest bits go through
normal full adder addition. Based on all variables and function,
we formed the pseudo code as given in the Algo.(1).

V. RESULTS ANALYSIS AND PERFORMANCE BENCH
MARKING

In our study on the implementation of the sigmoid function
in FPGAs using approximate computing, we conduct key

Algorithm 1 Sigmoid implementation using Approximate
Computing

1: procedure PLAN(x, f x)
2: x abs←|x|
3: if x < 0 then
4: x abs←−x
5: else
6: x abs←x
7: end if
8: if x abs ≥ 5120 then
9: f x← 1024

10: else if 2432 ≤ x abs ≤ 5120 then
11: adder a←x abs >> 5
12: adder b← 864
13: f x←approx adder(adder a, adder b)
14: else if 1024 ≤ x abs ≤ 2432 then
15: adder a←x abs >> 3
16: adder b← 640
17: f x←approx adder(adder a, adder b)
18: else
19: adder a←x abs >> 2
20: adder b← 512
21: f x←approx adder(adder a, adder b)
22: end if
23: return f x
24: end procedure

analyses to evaluate the effectiveness and trade-offs of this
approach. To simply understand, the flow chart is given in the
Fig.(3) based on workflow of the approach.

Fig. 3. Flow diagram of desing, implementing the sigmoid function and
conducting analyses.

A. Error analysis

For estimation of the error of approximation the maximum
and average errors are used. The average absolute error and
the maximum absolute error of the function f(x) are calculated
by the Eq.(11) and Eq.(12) [3].

ε(avg) =

∑
|f ′(xi)− f(xi)|

Np
(11)
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ε(max) = max(f ′(xi)− f(xi)), i = 0, ...Np (12)

For our FPGA implementation of the sigmoid function using
approximate computing, we utilized Xilinx Vivado for syn-
thesis, simulation, and power and resource analysis. Vivado’s
comprehensive tools allowed us to model and test our design
meticulously, providing detailed reports on power consumption
and resource utilization. This enabled us to optimize our
design effectively, balancing accuracy with efficiency, and
ensuring optimal performance within the FPGA’s constraints.

B. RTL View of implemented function

RTL (Register-Transfer Level) view as given in Fig.(4)
shows a module named approx plan v1 0, which is responsi-
ble for the PLAN approximation of a sigmoid function using
approximate adder. This module has an input port x[15:0],
which is a 16-bit signal representing the input value to the
sigmoid approximation function. The output port is labeled
f x[15:0], which is also a 16-bit signal representing the
approximated output value of the sigmoid function. This high-
level view abstracts the internal complexity of the sigmoid
approximation, focusing on the module’s interface and how it
interacts with other components in the design.

Fig. 4. RTL view of implemented module

C. Simulation Results

We initiated testing with an initial input number of 1728
and gradually raised it to 2240, allowing us to assess the ef-
fectiveness of our approximation across a variety of numbers.
Between each increment, we implemented a brief delay of 10
nanoseconds to ensure the stability and accuracy of the output
we obtained. We compared simulations with and without
approximate adder, and we achieved two in the simulations
results.

Fig. 5. Time charts of the module of the sigmoid function calculation using
PLAN without approximate adder

Fig. 6. Time charts of the module of the sigmoid function calculation using
PLAN with approximate adder

As we observed that in the Fig.(5) and Fig.(6), a fragment
with input values ranging from 1728 to 1920, For example,
the value of the input signal x = 1760 corresponds to the
value of the signal fx = 2−3 ∗1760+640 (as given in Eq.(6))
which is equal to 860. So Fig.(5) shows accurate results but
there is 0.24% error in Fig.(6) because of approximate adder
implementation.

D. Power Analysis

We did the power analysis on implementation of Xil-
inx Vivado for both types of designs and we achieved the
following results. We can observe that Fig.(7) and Fig.(8)
there is difference between the Total on-chip power. We can
observe the Dynamic and Static power deflection, which is
approximately 14.60% reduction in power usage.

Fig. 7. Power analyis of PLAN without approximate adder

Fig. 8. Power analyis of PLAN with approximate adder

E. Resource Utilization and Accuracy Comparision

We tested the resource utilization as well as average absolute
error and the maximum absolute error on both designs with
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and without approximate adder, we can observe in the Table
(I) the resources utilized.

TABLE I
RESOURCE UTILIZATION COMPARISION BETWEEN PLAN VS PLAN WITH

APPROXIMATE ADDER

PLAN new PLAN % Change
Slice LUTs (41000) 53 50 5.66

Slice (10250) 16 16 No change
LUT as Logic (41000) 53 50 5.66

Bonded IOB(300) 32 32 No change
ε(avg) 0.02408 0.02414 0.24
ε(max) 0.0408 0.0409 0.24

VI. CONCLUSION

Our research on implementing the sigmoid function in
FPGAs using approximate computing has shown great po-
tential for improving efficiency. By reducing precision in
calculations, we managed to lower power use and better utilize
resources without significantly affecting accuracy. We used
Xilinx Vivado to thoroughly analyze our design, allowing us to
see the trade-offs and benefits clearly. Our findings prove that
this method works well in situations where small errors are
acceptable if they lead to faster performance and less power
consumption. This study adds to the existing knowledge on
approximate computing and opens up new possibilities for its
use in embedded systems and other areas.
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Abstract—This study examines how light intensity, tempera-
ture, and humidity affect the performance of the Solar Power
Plant (PLTS) system. The solar power system utilized in this
study is furnished with an Internet of Things (IoT)-based device
which enables real-time monitoring via the Blynk application.
Data from BH1750 light intensity sensor, DHT22 temperature,
and humidity sensor, as well as PZEM-017 measurement module,
was examined to assess the connection between environmental
factors and the effectiveness and electricity production of the
solar energy facility. The findings reveal that the brightness level
is positively correlated with power output, whereas temperature
and humidity negatively impact system efficiency. An increase
in temperature results in a reduction in the energy conversion
efficiency of photovoltaic cells, while high humidity can speed up
the degradation of solar panel materials. This study offers valu-
able insights for enhancing the design and functioning of solar
power plants to boost their efficiency in different environmental
settings, particularly in tropical areas like Indonesia.

Index Terms—Solar power plant, light intensity, temperature,
humidity, IoT, Blynk.

I. INTRODUCTION

The use of solar energy through solar power plants has
been identified as a powerful answer to global energy and
climate change concerns [1]. Solar PV uses photovoltaic cells
to convert sunlight into electricity, resulting in a clean and
renewable energy source. Solar power plants are increasingly
being built in various parts of the world, including Indonesia.
This is motivated by the desire to reduce dependency on fossil
fuels and greenhouse gas emissions [2].

However, solar power plants’ efficiency greatly relies on
the environmental conditions in their vicinity, such as light
intensity, temperature, and humidity. Solar panels depend
greatly on sunlight to produce electricity. A decrease in light
intensity, due to factors like clouds or fog, results in lower
power production from the solar system [3].

Furthermore, ambient temperature significantly influences
the efficiency of solar power plants. While solar panels rely on
sunlight for energy production, extremely high temperatures
can diminish the energy conversion efficiency of photovoltaic
cells. Research indicates that each 1°C rise in temperature
results in a 0.5% drop in efficiency [4]. Although humidity
has little direct effect on panel efficiency, it can accelerate the
depreciation of solar panel materials and other components,
especially in humid tropical conditions [5].

Environmental conditions can also increase the possibility
of dust or dirt formation on the surface of solar panels, which
can reduce the amount of light absorbed and lower overall
system performance [6]. Given this, it is crucial to understand
how those three environmental elements have an effect on the
performance of sun energy plant life, mainly inside the context
of tropical countries such as Indonesia. therefore, this look
at pursuits to behaviour an in-depth analysis of the results
of mild intensity, temperature, and humidity at the efficiency
and energy output of sun electricity plants. The consequences
of this observe are anticipated to provide useful insights for
optimizing the layout and operation of solar electricity flora
to make them more efficient under numerous environmental
situations.979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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II. RESEARCH METHOD

This studies aims to research the influence of environmental
conditions on the overall performance of the solar strength
Plant (PLTS) system, focusing at the variables of mild in-
tensity, temperature, and humidity. in this studies, the PLTS
system is developed using diverse components which can be
interconnected and monitored in actual-time through IoT-based
totally gadgets controlled the usage of the Blynk software.

Latest studies on IoT-enabled photovoltaic systems have
highlighted the significance of actual-time environmental
tracking for optimizing sun panel performance. technologies
integrating IoT sensors permit for continuous records series,
which aids in right away identifying performance deviations
because of environmental elements. This examine builds on
those findings through using IoT-based monitoring to capture
statistics on mild depth, temperature, and humidity, thereby
imparting a nuanced knowledge of environmental impacts on
sun panel overall performance.

Fig. 1. Block Diagram

Figure 1 is a block diagram of the environmental situation
monitoring device and the overall performance of sun panels,
the following is an explanation of the block diagram, solar
panels are used as the primary component to transform sun
power into energy. The current generated by the solar panel is
measured using a 50A shunt resistor, while the solar charge
controller is used to regulate the flow of electrical power from
the solar panel to the battery. The energy stored in the battery
is then regulated again by the buck converter to match the
needs of the load to be used. To measure various environmental
parameters, a BH1750 sensor is used for light intensity, a
DHT22 sensor for temperature and humidity, and a PZEM-
017 module to measure voltage, current, power, and energy
produced by the solar panels. All the data from these sensors is
collected and processed by the ESP32 microcontroller, which
then sends the data in real-time to the Blynk app over a WiFi
network.

Fig. 2. Flowchart

In Figure 2 is a flowchart of the following research. The data
collection process begins with setting up the solar panel in an
optimal location to receive sunlight. The BH1750 sensor is
positioned to measure the light intensity, whilst the DHT22
sensor measures the temperature and humidity around the
panel. The PZEM-017 module measures the electric param-
eters generated with the aid of the solar system. Data from
those three sensors is sent to the ESP32 microcontroller, which
serves as the control center and sends data to the Blynk app.
The Blynk app enables real-time monitoring of the solar power
plant’s performance and makes it easy to collect data for
further analysis.

An analysis of the data was conducted to assess how varia-
tions in light intensity, temperature, and humidity impact the
power output of the solar farm system. Data collected from the
Blynk app was analyzed to establish the correlation between
environmental conditions and the solar farm’s performance.
Tests were carried out to confirm the precision of the data
collected from the system, through a comparison with results
from reference measuring tools. If there are discrepancies
found, the system will recalibrate to ensure accurate data is
generated.

In this study, monocrystalline 50wp photovoltaic modules
were used because of their specific response characteristics un-
der different light intensity, temperature, and humidity levels.
By detailing the types of cells used, we aim to provide insights
into how distinct technologies may adapt or degrade under
environmental stressors. This detail will support comparisons
with other photovoltaic technologies and provide a clearer
understanding of their behavior in real-world applications.
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III. RESULT AND DISCUSSION

The following are the results of test data and analysis of the
influence of environmental conditions on the performance of
the solar power generation system (PLTS)

Fig. 3. corelation between power and humidity

From the check consequences shown in determine 3, we can
see that air humidity has an effect at the overall performance of
the solar strength Plant gadget. Over a time period, because the
humidity will increase, there’s a variant within the electricity
generated. Humidity can affect the performance of sun panels
via two essential mechanisms. first of all, high humidity
ranges can cause condensation or fog at the floor of the sun
panel, lowering the transmission of sunlight getting into the
photovoltaic cellular [7]. This leads to a lower in the electricity
generated due to the decreased variety of photons accomplish-
ing the sun cells. Secondly, high humidity could have a cooling
effect on solar panels, that may without a doubt improve power
conversion efficiency. beneath perfect conditions, sun panels
operate extra effectively at decrease temperatures. research by
Goswami [8] aid those findings, in which they discovered
that an increase in humidity can decrease the efficiency of
solar panels due to a lower inside the intensity of mild
received. but, humidity also can have a positive effect by way
of preventing immoderate temperature upward thrust in the
panels, thus maintaining efficiency optimized. As such, the
impact of humidity on solar PV performance is complicated
and relies upon on the general environmental situations.

While the short-term effects of humidity on photovoltaic
performance are discussed, it is critical to examine the long-
term consequences of excessive humidity exposure. Prolonged
exposure to moisture can hasten material deterioration, espe-
cially in encapsulants and connectors. This deterioration not
only reduces efficiency but may also increase the frequency of
maintenance required in humid environments, reducing the op-
erating lifespan of solar power systems. Future research might
further investigate material robustness in these conditions to
properly handle maintenance problems.

Fig. 4. corelation between power and temperature

Figure 4 depicts the link between temperature and electricity
generated by the PV system. There is a definite negative
association between temperature and output power: as the
temperature rises, the power generated decreases. This is
owing to the characteristics of the semiconductor materials
used in solar cells. At greater temperatures, thermal motion
in the semiconductor material increases, resulting in higher
internal resistance and lower photovoltaic conversion effi-
ciency. Furthermore, high temperatures can alter the voltage
and current properties of solar cells, resulting in a drop in
output power [9]. Research performed by way of Mehmood
[10] suggests that each 1°C growth in temperature above the
usual temperature (25°C) can reason a decrease in electricity
performance of as much as 0.5%. This shows how important
temperature management is for solar panels to maintain opti-
mal performance. In conditions where temperature cannot be
controlled, such as in locations with high solar intensity, the
use of cooling systems or materials that have low temperature
coefficients can be an effective solution to minimize power
loss due to high temperatures.

Fig. 5. corelation between power and light intensity

One of the key factors influencing solar panel performance
is light intensity. Greater light intensity indicates that the solar
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cell can convert more photons into electrical energy, increasing
power generation. Photons from sunlight are absorbed by
semiconductor materials, which then excite electrons to pro-
duce an electric current. Research studies by Dezfuli [11] and
Laurent [12] have demonstrated that boosting light intensity
can significantly enhance the power production of a solar
PV system, particularly on sunny days with direct sunlight.
However, in tropical regions during the peak summer season,
if the light intensity is too high, the efficiency might decrease
because the temperature rises along with the light intensity.
As a end result, it’s miles important to install sun panels with
the correct tilt and orientation, moreover, choosing materials
with excessive efficiency for the duration of a extensive range
of the mild spectrum is vital for reinforcing mild absorption
and boosting strength conversion.

IV. CONCLUSION

This research successfully demonstrates that environmental
conditions have a significant influence on the performance of
solar PV systems. Variations in light intensity, temperature,
and humidity were shown to affect the efficiency and power
output of the solar PV system. The following are the main
points of the research conclusions:

• Light Intensity: The power generated by a solar farm is
highly dependent on the light intensity. Higher light in-
tensities create more electricity. Excessive light intensity
can raise panel temperature and reduce system efficiency.

• Temperature: Temperature is negatively correlated with
power output. As temperature rises, solar panels lose
efficiency due to increased internal resistance in the
semiconductor material. Maintaining optimal solar farm
performance requires effective temperature management.

• Humidity: Humidity has a direct and indirect influence
on solar power plant performance. High humidity levels
might cause condensation on panel surfaces, reducing
light transmission and power output. In favorable con-
ditions, high humidity can help cool panels and improve
power conversion efficiency.

Overall, this research provides important insights for more
efficient solar power plant design and operation, especially
under diverse environmental conditions such as in the tropics.
Optimizing solar power plants requires dealing with moderate
intensity, temperature, and humidity to provide maximum
overall performance.
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Abstract—Digital oscilloscopes sold in the market usually have
limited functions. For other measurement purposes such as elec-
trical properties, there is still a need to use additional equipment
such as impedance analyzers and vector network analyzers. We
designed a digital signal oscilloscope for special purposes, which
can be used to measure, record, and display signals, as well as
measure electrical properties such as inductance, capacitance,
resistance, and impedance. Inside the digital signal oscilloscope,
there is a switch circuit network that has the function of
forwarding the input signal to the signal conditioning circuit.
This network switch has stray capacitance and resistance that
can affect signal measurements. This paper explains the effect of
the network switch on signal measurement. The method used is
to create an equivalent circuit model and create a mathematical
model, then simulate them using MATLAB or Python. The
simulation results show that the switch in the off state still
produces a current of about 0.015A which indicates that there is
still impedance even though the switch is off.

Index Terms—Digital Signal Oscilloscope, Analog Switches,
Data Acquisition, Signal Measurements, Impedance Measure-
ments

I. INTRODUCTION

A digital signal oscilloscope is an electronic device used
to measure, record, and analyze signals. This oscilloscope
converts the electrical signal of the object being measured
into a visual, namely a graph that shows the signal changing
against time [1]. The functions of the oscilloscope are very
broad including measuring various types of electrical signals
such as AC and DC signals, and visualizing signals into graphs
displayed on a screen with two vertical and horizontal axes
[2] [3]. In addition, it can also be used for signal analysis

and diagnostics such as for signal characterization, frequency,
amplitude, distortion, and noise [4] [5] [6].

Digital oscilloscopes available on the market typically have
limited functionalities, as previously mentioned. For additional
measurement needs, such as analyzing electrical mass prop-
erties, other equipment like impedance analyzers and vector
network analyzers are used [7] [8]. At our laboratory at C-Tech
Labs, we developed a specialized digital signal oscilloscope
capable of measuring, recording, and displaying signals, as
well as assessing electrical properties such as inductance,
resistance, impedance, and capacitance as described in Fig. 1
(top). It has one output channel as a signal generator that
can produce frequencies of 1Hz - 10MHz with an amplitude
of 10Vpp. In addition, it also has two input channels with
vertical scale gain values of volts per div from 0.01x - 50x
and horizontal scale time per div up to 175µs.

The digital signal oscilloscope will measure the signal
through the BNC (Bayonet Neill-Concelman) connector chan-
nel, then the signal is passed to the signal conditioning circuit
through the network switch circuit as described in Fig. 1
(bottom). BNC connectors are quick-connect/disconnect mini
radio frequency connectors used for coaxial cables. It is
designed to maintain the same characteristic impedance of
the cable, with 50 ohm and 75 ohm types being made. This
switching network is a series of analog switches that resemble
the letter ”T” because it is called the T-switch [9] [10]. The
function of this analog switch is to connect the signal from
the BNC connector to the signal conditioning circuit where
this switch can be configured in four modes, namely on, off,
ground, and floating modes.

979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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Fig. 1. Digital signal oscilloscope for special purpose

This analog switch is made of semiconductor materials
which when the switch is ”on” or ”off” will have stray
capacitance and resistance values. In general, this value can
affect the impedance of the system and can also affect the
performance of the signal entering the signal conditioning
circuit, and can also affect the measurement. For this reason,
this paper will explain the effect of analog switches on signal
measurements in a digital signal oscilloscope. The analog
network switch will be converted into an equivalent circuit
model and mathematical model [11], then simulated using
Matlab or Python to determine how much stray impedance
value can affect the measurement signal.

II. NETWORK SWITCH CONFIGURATION

As explained earlier the network switch in this design is the
main entrance of the signal from the BNC connector to the
signal conditioning circuit. In general, the block diagram of

the digital signal oscilloscope is described in Fig. 1 (bottom),
which consists of several block diagrams such as a network
switch, signal conditioning circuit, signal generator, clock
source, 32-bit microcontroller, and tablet PC monitor. The
designed oscilloscope uses 3 ports, 2 input signal ports and
1 output signal port as a signal generator. In general, digital
oscilloscopes on the market have 2 to 4 input signal ports and
one output signal port. A configuration switch is required to
connect and disconnect signals from the BNC connector for
processing in multiple modes.

Fig. 2. Switch configuration on a digital signal oscilloscope

The switch configuration shown in Fig. 2 resembles the
letter “T” hence it is called a T-switch, which can be config-
ured in four modes namely on, off, ground, and floating. So
far, we have designed network switches using Complementary
Metal Oxide Semiconductor Integrated Circuit (CMOS IC)
DG470 made by Vishay Siliconix. The chip is an SPDT (single
pole dual tap) type, which has one common connection pin
and two connection pins, namely NO (normally open) and
NC (normally closed). The chip specifications are; supply
voltage of 44 volts, analog signal range of ±15 volts, low
“on” resistance of 3.6 ohms, “off” capacitance of 85 pF,
“on” capacitance of 125 pF, time on 200 ns, and time off
135 ns [12] as shown in Table I. These specifications will
be used as a consideration in designing the network switch.
Analysis of the switch equivalent circuit is very important,
this analysis is intended to analyze and predict the impedance
value of the switch, which impedance greatly affects the signal
measurement results.

TABLE I
PARAMETER ANALOG SWITCH DG470

Cson 120 pF
Csoff 85 pF
Cg 37 pF
Rson 3.6 ohm

The T-switch configuration can be enabled into four modes
namely: on mode, off mode, ground mode, and floating mode.
In “on” mode, switches S1, S2, S4, and S5 are closed while
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switches S3 and S6 are open, in this mode the signal from the
BNC connector can be forwarded to the signal conditioning
circuit. In “off” mode, switches S1, S2, S4, and S5 are open
while switches S3, and S6 are closed, in this mode the input
signal is not forwarded to the circuit of signal conditioning but
will be connected to the ground. In ground mode, switches S2,
S3, S5, and S6 are closed while switches S1 and S4 are open,
in this mode the signal conditioning circuit will be connected
to the ground. Usually, this mode is used to calibrate the tool
so that the signal voltage goes to zero volts. While in floating
mode, all switches S1, S2, S3, S4, S5, and S6 are open so that
the signal conditioning circuit is not connected to the input
signal or to ground however in a high impedance state.

III. MATHEMATICAL MODEL OF NETWORK SWITCH

Fig. 3 shows the equivalent circuit of the network switch for
one channel. Each CMOS switch has an equivalent circuit with
series capacitance (Cs), series resistance (Rs), and capacitance
to ground (Cg) components. These components will change in
value when the switch is “on” or “off” as shown in Table I,
and will also change in value with the frequency used.

Fig. 3. Equivalent circuit of network switch on each channel

The next step is to analyze the switch when it is “on” and
the switch when it is “off” as shown in Fig. 4. For switch “on”,
Fig. 4(a) shows the signal from the BNC connector connected
to the signal conditioning circuit (S1 and S2 “on”, S3 “off”). In
this mode, the on-resistance on S1 and S2 is so small that it can
forward the signal. While the off resistance on S3 will be very
large so that only Coff is used, one terminal is also connected
to the ground so that only one Cg is active. Therefore, the point
between S1, S2 and, S3 will be connected in parallel with Cg
and Csoff. The equivalent circuit is identical to a low-pass filter
circuit, and if calculated, the maximum working frequency
of 353 MHz will be obtained. Usually, signal measurements
use frequencies between 1Hz - 10 MHz and are still within
tolerance limits. Likewise for the OFF switch as shown in
Fig. 4(b), with the same analysis for CS3 “on”, the point
between S1, S2, and S3 will be connected in parallel with
Cg, Cson, and Rson. Meanwhile, S1 and S2 “off” have a very
large off resistance so that only Csoff and Cg are retrieved.

The mathematical model when the switch is “on” is shown
in Fig. 5 where Fig. 5(a) shows the model in the form of

Fig. 4. Equivalent circuit for (a) switch “on” and (b) switch “off”

Fig. 5. Mathematical model for switch “on”; (a) in capacitance value; (b) in
complex number value

Fig. 6. Mathematical model for the “off” switch; (a) in capacitance values;
(b) in complex number values
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capacitance values, while Fig. 5(b) shows the model in the
form of complex number values. Based on the datasheet in
Table I, for S1 and S2 in the “on” position will be 120pF and
3.6 Ohm on resistance, while S3 in the “off” position is 196pF
with infinite off resistance. The circuit approach is then made
in the form of complex number equations. The same applies
when the switch is in the “off” mode as shown in Fig. 6. The
mathematical model of the switch in the “on” and “off” modes
is shown in Table II.

TABLE II
MATHEMATICAL MODEL OF NETWORK SWITCH IN “ON” AND “OFF”

MODE

Parameter Switch “on” Switch “off”
ZR 3.6Ω 3.6Ω

ZCON −j530.5Ω −j530.5Ω
ZCg = Z1 = Z5 −j1720.6Ω −j1720.6Ω

Z2 = Z4 3.599− j0.024Ω −j748.96Ω
ZCT = Z3 −j324.8Ω 3.599− j0.047Ω

Ztot 2.716− j235.786Ω 1.747− j521.85Ω

IV. RESULT AND ANALYSIS

To make it easier to analyze the equivalent circuit of the
network switch against the effect of measurement, the circuit
is made in the form of an impedance circuit as shown in Fig. 7.
The impedances in Z1 and Z5 refer to the capacitance Cg,
while the impedances Z2 and Z4 are referring to switches S1
and S2, while the impedance Z3 is referring to switch S3. Then
the impedance of each component can be calculated using the
equations in the mathematical model as shown in Table II.
Furthermore, by using Kirchoff’s Law, the current equation in
each loop can be found as follows:

TABLE III
THE CURRENT EQUATION FOR EACH LOOP

i = i1 + i2
i2 = i3 + i4

Loop 1 VA = i1Z1

Loop 2 VA = i2Z2 + i3Z3

Loop 3 i3Z3 = i4Z4 + i4Z5

Fig. 7. Simplification of network switch circuit

We input the impedance value in the mathematical model in
Table II into the current equation in Table III. The first thing
to do is to find the current value of each branch as shown in
Table IV. Then find the voltage value of each point as shown
in Table V.

The current and voltage in the table above are in the form
of complex numbers and can also be written in a polar form

TABLE IV
THE CURRENT ON EACH BRANCH FOR “ON” AND “OFF” SWITCHES

Current Switch “on” Switch “off”
i 4.84× 10−4 + j0.042 10−4 + j0.0192

0.042∠89.34◦ 0.0192∠89.8◦

i1 j5.81× 10−3 j5.81× 10−3

5.81× 10−3∠90◦ 5.81× 10−3∠90◦

i2 4.84× 10−4 + j0.036 10−4 + j0.0134
0.036∠89.23◦ 0.0134∠89.72◦

i3 4× 10−4 + j0.03 10−4 + j0.0134
0.0312∠89.26◦ 0.0134∠89.64◦

i4 8.7× 10−5 + j0.0058 −1.95× 10−5

0.0058∠89.14◦ +j3.76× 10−7

1.95× 10−5∠178.89◦

Fig. 8. Voltage and current at position VB; (a) Switch “on”; (b) Switch “off”
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TABLE V
THE VOLTAGE ON EACH BRANCH FOR “ON” AND “OFF” SWITCHES

Voltage Switch “on” Switch “off”
VA 10V 10V
VB 10.07∠− 0.74◦ 0.048∠88.89◦

10.07 cos(ωt− 0.74◦) 0.048 cos(ωt+ 88.89◦)
VC 9.98∠− 0.86◦ 0.0335∠88.89◦

9.98 cos(ωt− 0.86◦) 0.0335 cos(ωt+ 88.89◦)

containing certain angles. Based on these values, it is then
simulated using Matlab to produce a sine waveform. The
voltage in “VA” input is given a sine voltage with a value
of 10Vpp so that using Kirchoff’s law will get the voltage
and current values for each point. This paper only shows the
waveform voltage at point “VB” as shown in Fig. 8.

The signal in Fig. 8 is a simulated signal using Matlab that
displays the voltage and current waves at point VB. Fig. 8(a)
is a sine signal on the “on” mode switch which produces a
maximum current of 0.04A. Fig. 8(b) is a sine signal on switch
mode “off” which produces a current of 0.015A. By looking at
the graph in Fig. 8, it can be concluded that when the switch
is off there is still current flowing into the signal conditioning
circuit, which can result in attenuation of the measurement
signal. Analyzing the equivalent circuit of the switch is crucial,
as this analysis helps in evaluating and predicting the switch’s
impedance, which significantly impacts the accuracy of signal
measurement results.

V. CONCLUSION

By analyzing the equivalent circuit of the network switch
in the “on” and “off” positions, the approximate value of
the impedance and stray capacitance in the circuit can be
determined. At certain frequencies, current can flow into the
system even though the switch is in the “off” state. This current
can cause attenuation in the signal measurement, and decrease
the signal-to-noise ratio.
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Abstract—The venturi duct on a duct wind turbine is the
fastest-flowing duct and has the highest thrust force of all ducts.
As the wind passes through the turbine rotor, it moves the
rotor blades, generating a thrust force that is transmitted to the
structure of the turbine. The thrust force generated can affect the
overall performance of the wind turbine including affecting the
structural stability and efficiency of energy conversion from wind
to electricity. This paper will discuss the influence of thrust force
on the design of duct wind turbines. Based on the simulation
results, the wind flow velocity at the inlet and collector section
increases to about 4m/s and will increase sharply at the venturi
duct to 9m/s. The thrust-force generated by the venturi duct is
the largest among the other ducts which based on the simulation
obtained about 1.5N and is still within the limits of the structure
used.

Index Terms—Thrust Force, Duct Wind Turbine, Blade, Ansys
Fluent

I. INTRODUCTION

A Ducted Wind Turbine is a type of wind turbine equipped
with a duct that surrounds the turbine rotor [1], [2]. This duct
is designed to direct and accelerate the airflow entering the
rotor, to increase the efficiency of the turbine in generating
electrical energy. The duct surrounding the rotor serves to
collect and accelerate the airflow before it reaches the rotor
blades. By accelerating the airflow, these ducts increase the
relative wind speed hitting the blades, which in turn increases
the power generated. Ducted wind turbines are designed to
increase efficiency compared to conventional wind turbines
(without ducts) [3], [4]. This efficiency can increase because
the ducts help concentrate the airflow, allowing more kinetic
energy to be extracted by the rotor.

Ducts can also help reduce the turbulence of the wind
entering the rotor, which can result in more stable operation
and reduced wear and tear on mechanical components. Ducted
wind turbines tend to be more compact than conventional wind
turbines, which makes them suitable for use in urban environ-
ments or places with limited space. However, due to their more
complex design, they can be more expensive to manufacture
and operate. Ducted wind turbines are often used in specialized
applications where high efficiency or customization to specific
environmental conditions is essential, such as in regions with
low wind speeds or near tall buildings in cities [5], [6].

Air flowing through the venturi duct will generate a thrust
force, which is the force applied by the airflow to the turbine
rotor and duct as the air moves through it [7]. As the wind
passes through the turbine rotor, it moves the rotor blades,
generating a thrust force that is passed on to the turbine
structure. In ducted wind turbines, the ducts are designed to
increase the velocity of the airflow passing through the rotor,
thereby increasing the efficiency of the turbine. However, the
duct also affects the thrust force distribution, as it directs and
accelerates the airflow. This thrust force must be accounted
for in the structural design of the wind turbine. Too much
thrust force can cause excessive stress on the turbine, which
can affect its stability and safety. The resulting thrust force
can affect the overall performance of the wind turbine. Proper
design of the rotor and duct is essential to optimize the thrust
force to produce maximum energy with minimal mechanical
losses. Hence thrust force is one of the important aspects in
the design and operation of wind turbines, especially in ducted
turbines, as it affects the structural stability and efficiency of
energy conversion from wind to electricity.

For this reason, this paper will explain, analyze, and simu-
late the effect of thrust force on wind turbine duct design.
Design and simulation using Ansys Fluent, then from the
simulation results will be obtained the thrust force value at
each point in the venturi duct. This thrust force will be used as
a reference in designing the structure of the duct wind turbine
and in reference design of the blade on the rotor.

II. DUCT WIND TURBINE

The duct wind turbine is divided into three main parts:
the converging section, the venturi channel (throat), and the
diverging section. The converging section is a curved entrance
for liquid or air. Due to the shape is curved, the air flow
starts to converge. According to the continuity equation, if
the cross-sectional area decreases, the velocity of the liquid
increases. According to Bernoulli’s equation, if the velocity
increases, the pressure must decrease. Then the second section
is the venturi channel section (throat), where this section has a
smaller shape than the inlet and outlet. The air flow enters the
constant diameter section. Since the diameter is constant, the
velocity and pressure in this channel do not change. Therefore,
this is the right place to put the rotor. Then the third section979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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is the diverging section, which serves to recover the pressure
at the flow rate. The angle of the diverging section is shorter
than the converging section, making the length of the diverging
section relatively longer than the converging section. This is
done to reduce turbulence at the end of the channel.

Description of Fig. 2 as follows:
a1 = cross-sectional area of the inlet pipe
d1 = inlet pipe diameter
v1 = velocity at the inlet
p1 = pressure at the inlet pipe
a2 = cross-sectional area of the throat
d2 = throat diameter
v2 = velocity in the throat
p2 = pressure at the throat

Fig. 1. Duct wind turbine block diagram.

The equation to calculate the airflow velocity in the venturi
duct is using Bernoulli’s Law, where the velocity increases as
the pressure decreases [8], [9]. The Bernoulli equation used
in sections (1) and (2) is as follows:

P1 +
1

2
ρv21 + ρgh1 = P2 +

1

2
ρv22 + ρgh2 (1)

where ρ is the density of the liquid/air in the tube (kg/m³),
g is the acceleration due to gravity (m/s²), h1 (m) is the height
of the tube at the inlet, and h2 (m) is the height of the tube
at the throat. Since the geometry of the tube is horizontal, the
tube heights at the inlet and throat are the same (h1 = h2), so
the equation simplifies to:

P1 +
1

2
ρv21 = P2 +

1

2
ρv22 (2)

According to Bernoulli’s equation, if the velocity increases, the
pressure must decrease. The mass of air flowing at speed v
(m/s) through a cross-section with area A (m2) is expressed by
the air mass flow rate ṁ (m dot) with the following equation:

ṁ = ρAv (3)

m dot is the mass of air/liquid in a tube with a given
cross-sectional area (kg). In the venturi effect, the air mass
and density at the inlet and venturi channels are the same
so the equation can be simplified which is referred to as
the continuity equation. Based on the continuity equation, if

the cross-sectional area decreases, the velocity of the liquid
increases.

A1v1 = A2v2 (4)

Kinetic energy or energy of motion is the energy present in an
object due to its movement. The kinetic energy of an object
is defined as the effort required to move an object of a certain
mass from rest to a certain speed. The kinetic energy of an
object is equal to the sum of the effort required to express its
velocity and rotation, starting from rest. The kinetic energy in
the venturi effect shown can be expressed by the following
equation:

Ek =
1

2
ρAv3 (5)

Where ρ is the density of the liquid/air in the tube (kg/s),
A is the cross-sectional area (m), and v is the air/liquid flow
velocity (m/s). Thus, using this method, the wind speed can
be increased by 2-5x, and the turbine output power can be
increased by 5-6x [1] - [3].

III. SIMULATION TRUST FORCE USING ANSYS FLUENT

The wind turbine duct design is L-shaped with the vertical
section consisting of the inlet/input duct and collecting duct,
while the horizontal section consists of the directional duct,
venturi duct, and exhaust duct as shown in 2. The design is
made in three-dimensional form with a diameter of 24 cm, a
total vertical length of about 100 cm, and a horizontal length
of about 100 cm. The venturi channel diameter was made one-
third of the tube diameter to produce optimum flow velocity as
analyzed in the previous chapter [10]. To simulate the thrust

Fig. 2. Geometry of wind turbine duct in 3D.

force, a blade is placed in the venturi channel as shown in
3. This simulation uses Ansys Fluent 2023R3 software. The
method used is to flow air from the inlet channel at a speed of
3m/s, then observe changes in velocity and pressure at each
channel in the wind turbine duct. The velocity and pressure
flowing inside the wind turbine duct will generate thrust force,
where the highest thrust force is inside the venturi duct.
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IV. RESULT AND ANALYSIS

The wind turbine duct design was simulated using a wind
tunnel measuring 70x70x70 cm as shown in 4. Wind tunnel
simulation is used to simulate the wind flow through the wind
turbine duct. From the shape of the wind flow, it can be known
and calculated the wind speed passing through the venturi
channel can also be known as the pressure and turbulence that
may occur around the turbine duct area. Air enters through
the wind tunnel inlet channel on the left side and will flow to
the right then hit the wind turbine duct and then be discharged
to the outlet. The air velocity setting on the inlet channel is
3 m/s. Table 1 below shows the information system used in
the venturi tube simulation. Ansys application used is Fluent
type with three-dimensional geometry settings (3d) double
precision, CPU used Intel core i5-2500 MHz with Windows
operating system. The material properties of this simulation
can be seen in Table 2 where the flow material used is air and
a tube body is aluminum.

Fig. 3. Blade placement on the venturi channel.

TABLE I
SYSTEM INFORMATION

Parameter Details
Application Fluent
Settings 3D, double precision, pressure-based, laminar
Version 22.2.0-10212
Source Revision 61a5bc1c97
CPU Intel(R) Core (TM) i5-2500
OS Windows

The speed simulation of the wind turbine duct is shown
in 5 the wind flow speed in the wind tunnel is 3m/s. Based
on the figure, can be seen that wind flow enters through the
inlet channel then flows through the collecting and directing
channels, then enters the venturi channel and exits through the
outlet channel to be discharged. According to the figure can be

TABLE II
MATERIAL PROPERTIES

Udara
Density 2719 kg/m3

Cp (Specific Heat) 1006.43 J/(kg K)
Thermal Conductivity 0.0242 W/ (m K)
Viscosity 1.7894e-05 kg/ (ms)
Molecular Weight 28.966 kg/kmol
Alumunium
Density 2719 kg/m3

Cp (Specific Heat) 871 J/(kg K)
Thermal Conductivity 202.4 W/(m K)

seen that wind flow speed at the inlet and collector increases
to about 4m/s and will increase sharply in the venturi channel
up to 9m/s which is marked in red.

Fig. 4. Geometry of the duct wind turbine inside the wind tunnel.

Fig. 5. Velocity magnitude in ventury duct.

Then to simulate the airflow and thrust force conditions in
the venturi channel, a blade with a total of three blades is
placed as shown in 6. In 6, only the venturi channel section
is shown where the airflow velocity is set at 3m/s. This is
just to test how the airflow and thrust-force conditions in the
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Fig. 6. Simulation results of the velocity contour inside the venturi using a
blade.

duct. Based on the figure, it can be noted that the airflow and
pressure will change when passing through a blade. The green
color on the left side of the blade is faster while the blue color
on the right side of the blade is lower, so with this difference
in speed and pressure, a thrust force will be generated on this
channel.

Fig. 7. Thrust force in venturi duct.

The thrust force generated by the venturi channel is the
largest among the other channels because it has the highest
wind speed. The thrust force generated from this simulation
is about 1.5N as shown in 7, where this is the thrust force
graph at the start of wind flow t=0 to t=0.015 seconds. When
the wind starts to move (t=0) there is no thrust force on
the channel which is characterized by a graph value of 0 to
minus, then after a few milliseconds, the thrust force starts to
appear which is characterized by an increase in the number
on the graph. This thrust force is relatively small because the
simulated dimensional structure is also small, only 8 cm in
diameter. Thrust force is very important to accounted for in
the design of the wind turbine duct structure.

V. CONCLUSION

The wind turbine duct has an L-shaped design, with the
vertical section containing the inlet and collecting ducts, and
the horizontal section comprising the directional, venturi, and
exhaust ducts. The three-dimensional model has a diameter of
24 cm, with both vertical and horizontal sections measuring
approximately 100 cm in length. A wind turbine duct has
been designed and simulated to determine the thrust force
strength of the venturi duct. The design of the wind turbine
duct structure for simulation is small, only a few cm due to
the license limitations of Ansys Fluent. The results of the
simulation show that the thrust-force value is still within the
tolerance limit of the structure used. Simulation results show
that wind velocity rises from 4 m/s at the inlet to 9 m/s in
the venturi duct, where the thrust force reaches approximately
1.5 N, remaining within structural limits. This research is the
initial stage and will be further developed regarding the design
analysis of the inlet, outlet, angle changes in the venturi tube,
and will also make an initial prototype to determine the actual
thrust strength.
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Abstract—Utilization of river flow or water flow as a Portable
Micro Hydro Power Plant with a weight that can be lifted by
one person will make it easier to get electricity in remote areas
where electricity is not yet available. This research is the second
year of research that utilizes the results of the first year of
research which produces data for calculating water discharge,
water fall height and water discharge. However, due to the
Covid-19 pandemic, the location chosen for this research is the
Prego River with the following data: river flow velocity 1.11
m/s, river cross-sectional area 0.84 m2, water discharge value
of 0.939 m3/s, the height of the waterfall is 0.5 m – 1 m.
The purpose of this research is to plan and determine an open
flume propeller turbine, choose the right generator so that it
can generate an alternating voltage of 220 volts with a minimum
power of 100 watts and construct turbines and generators with
an overall weight of 15 kg. The method used in this research
is the experimental method. This experimental method includes
identification of requirements, design, manufacture, and testing.
The results obtained from this study are Portable Micro Hydro
Power Plant can produce a voltage of 15.6 VAC – 224 VAC at
154 rpm – 1.502 rpm, the power generated reaches 350 watts
and the overall weight of the turbine and generator construction
is 15.5 kg.

Index Terms—generator, turbine, propeller, open flume.

I. INTRODUCTION

Water resources are resources in the form of water that are
useful for the survival of living things on earth. One of the
uses of water for humans includes use in agriculture, home
industry, recreation and environmental activities. Humans need
water not only for daily activities. , but the use of water that
requires water all the time, one of which is hydroelectric power
plants or micro hydro power plants.

One of the biggest potential sources of new and renewable
energy in Indonesia is water. The potential energy that can be
produced by hydroelectric power plants reaches 65,764 MW,
while only 17.4% can be utilized . The biggest obstacle to

NRE is the very high investment cost, poorly trained human
resources, system lengthy regulations and also inaccessible
locations. One effort that can be made to utilize the existing
energy potential at a low cost is the use of portable power
plants [2].

Research on the manufacture of portable hydroelectric
power plants using a spiral shape turbine type [3]. This study
resulted in the value of product efficiency reaching 90%.

In 2017 Indonesia was ranked as the fifth country with the
highest level of electricity consumption in ASEAN, which
is around 880 kWh per capita, even though the government
is targeting that by 2025 Indonesia’s electricity consumption
level will reach 1,500 kWh per capita [4].

Judging from the type of power plant used, about 87% is
dominated by the use of fossil fuels, namely coal and oil which
will actually run out in the next few years [1]. Meanwhile, new
and renewable energy (EBT) cannot be utilized optimally [5].

A portable power plant as an equipment used to generate
electrical energy by connecting an electric generator with
propulsion and then the equipment is packaged simply [6].

Several problems indicate that the current portable hydro-
electric power plant cannot be used effectively and efficiently
and endangers its users [7].

Research on hydroelectric power plants by utilizing slow
water currents. This research focuses on the development of
the turbine type used, the generator type, and the development
cost. A portable hydroelectric power plant using a cross-flow
water turbine. The results of this study found that the product
they developed had an efficiency value of up to 70% [8].

A pico-hydro power plant using an open flume propeller
turbine is a generator that utilizes a low-headed river flow as its
driving force. Piko hydro using an open flume propeller turbine979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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does not require stock pipes and construction of a power house.
The open flume propeller turbine is a reaction turbine that
operates at a low head of less than 6 meters. The open flume
propeller turbine has a simple construction and a relatively
low price.

Paying attention to the research data in the first year,
especially the Prego river, namely the flow velocity of 1.118
m/s, the results of the calculation of the water discharge 0.939
m3/s, the water fall height is very low, namely 0.5-1 m, the
type of turbine that is suitable for the data on the progo river is
a propeller turbine. With this data, researchers will implement
it in the form of hardware, namely the design of a portable
PLTMH that is lightweight and can be moved or carried by one
person. The turbine used is an open flume propeller turbine and
the generator used is a 220 VAC generator. This research was
carried out in 5 (five) stages of activity, namely (1) inventory of
needs, (2) calculation and design, (3) manufacture, (4) testing
and (5) analysis of test results. The result that is expected to
be achieved from this research is a portable PLTMH prototype
that can produce 100 watts of power with an overall weight
of less than 15 kg.

II. LITERATURE REVIEW

Research on the manufacture of a portable power plant
using experiments on polymer electrolytemembrane fuel cell
(PEMFC) [9]. in the experiment, the PEMFC reaction was
able to produce energy of 0.9 V at a temperature of 65º C.
The best performance obtained from this experiment was a
power of 647 W at a temperature of 65º C and in 50 A.

A portable hydroelectric power plant using a cross-flow
water turbine (CFWT) which was applied to a micro hydro
power plant (PLTMH) [8]. From this study it was concluded
that there are eight advantages of using CFWT, namely no
current is needed to start the CFWT performance, this type
of turbine is also able to work efficiently in the long term,
no water evaporation process, optimizes the performance of
turbine parts, does not require routine maintenance, simple
design, this type of turbine is able to remove waste carried
by water currents, and the last is that it can be used in small
water currents.

A study was also conducted by Aprillianto et al (2013) using
a hydro coil type turbine. From the experimental results, it is
found that the rotation speed of this turbine reaches 965 rpm
if there is no load while the rotation speed is constant at 500
rpm if a load is given. From the experiment, it is also known
that the product developed has an efficiency level of up to
92.93%.

A micro hydro power plant (PLTMH) [10]. From this study,
it was found that the product made was able to be used to
supply electricity to the nearest village and for street lighting
with an output power of 0.2 kW.

A portable hydroelectric power plant by utilizing weak wa-
ter current energy. The results of this study indicate that there
are several alternative options for turbines, and generators that

can be chosen to assemble a portable hydroelectric power
plant. This research also considers the cost aspect of product
manufacturing.

A portable power plant by utilizing the chemical reaction
of a micro directethanol fuel cell (Micro-DEFC) [11]. The
results of this study found that the reaction was able to produce
electrical energy of 0.9 mV.

III. RESEARCH METHODS

Research sites or locations have experienced a reduction,
not all research locations in the first year can be continued for
testing turbines and generators as MHP this happens due to
the Covid-19 Pandemic conditions starting April - September
which have not been completed. The place or location chosen
for research in this second year is the Progo river which is in
the Magelang Regency area. Meanwhile, the data processing
of the measurement results is carried out in the Electronics
laboratory, Department of Electrical Engineering, Faculty of
Engineering, Tidar University.

The Progo River has a watershed area of 2380 km2 with
a river length of 140 km. The Progo River passes from the
part of Central Java that disgorges on Mount Sindoro and
passes through the Provinces of Central Java and the Special
Region of Yogyakarta. Apart from the main upstream source
of the Progo River, namely Mount Sindoro, it also comes
from Mount Merapi, Mount Menoreh, Mount Merbabu and
Mount Sumbing. 75% of the Progo watershed is in the Special
Region of Yogyakarta Province. This research was conducted
in Sidorejo village, Bandongan sub-district, Magelang regency

This research was carried out in stages, the stages carried
out can be seen in Figure 1.

The turbine design on the PLTMH prototype functions to
convert water into kinetic energy, where the turbine is made of
iron. To design this turbine, the first step to analyze is turbine
planning, In planning the turbine must pay attention to the
water discharge Q = V ·A, where Q (m3/s), V = velocity of
water flow (m/s), A = cross-sectional area of the pipe (m2).
Turbine power output P = ρ · g ·Q ·h · ηt; Where P = turbine
power (HP); density of water (kg/m3); g = gravity (m/s2); h
= height of the falling water in meters (m); Q water discharge
(m3/s); and ηt = Efficiency of water turbine (84%- 94%).

Turbine specific speed:

ns = n

√
P

H
5
4
e

(1)

with ns=specific speed(rpm); n= runner rotational speed
(rpm); P = turbine power (HP); He=Effective water fall height
(m).

Calculating the diameter of the Travel Blade (D):

D =

√√√√ 4Q

πCx

[
1−

(
dh

D

)2] (2)
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Fig. 1. Research Flowchart..

Calculating the Distance Between the blades:

Si =
πD

(
dh

D

)
Z

(3)

and calculate the Steering Blades:

Z = −1

4

√
D + 4 (4)

Equipment and Measuring Tools used One unit of Turbine
Propeller complete with generator, analog and digital multime-
ter, digital tachometer, 100 watt lamp, 350 watt electric iron,
electric drill.

IV. RESULT AND DISCUSSION

The water discharge Q obtained is 0.93 m3/s, with a turbine
power output of 5.22 HP. The turbine specific speed is ns =
8.151 rpm. The diameter of the blade is 5 cm, and the distance
between the blades is 2.5 cm. The number of guide vanes 9.

Fig. 2. Steering Blade

Fig. 3. Turbine vane.

Measurement of turbine speed and voltage generated by the
generator includes 3 conditions, namely:

1. Measurement of turbine speed and generator voltage at
no-load conditions;

2. Measurement of turbine speed and generator voltage with
a load condition of incandescent lamps with a power of
100 watts;

129 



Fig. 4. Turbine and generator house

3. Measurement of turbine speed and generator voltage with
a load condition of an electric iron with a power of 350
watts. The graph of the measurement results is shown in
Figure 5, Figure 6, Figure 7, and Figure 8.

Fig. 5. Turbin speed vs Generator Output Voltage

Fig. 6. Turbin speed vs Generator Output Voltage

Fig. 7. Turbin speed vs Generator Output Voltage

Fig. 8. Turbin speed vs Generator Output Voltage

V. CONCLUSION

The results of river flow measurements and water discharge
calculations in the Progo rivers in the context of utilizing
river flows as Portable Micro Hydro Power Plants, it can
be concluded that the measurement of the Progo river flow
velocity is 1.12 m/s; The measurement of the cross-sectional
area of the Progo river is 0.84 m2; The calculation of the
water discharge of the Progo river is 0.93 m3/s; The result of
calculating turbine power (Pt) is 5.22 HP; The generator output
voltage of 224 VAC is obtained at 1500 rpm; The average
voltage drop with a 100 watt incandescent lamp is 14.8 VAC;
The average voltage drop with a 350 watt electric iron load is
14.8 VAC; The overall weight of the open flume turbine and
generator is 15.50 kg.
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Abstract—This research, conducted at the Faculty of Engineer-
ing, Universitas Sultan Ageng Tirtayasa, Cilegon, examines local
weather conditions and the characteristics of voltage and current
during charging and discharging phases, alongside an evaluation
of off-grid PV system effectiveness. To enhance the competitive-
ness of the renewable energy sector, this study develops a hybrid
energy storage system (HESS) that improves power quality by
incorporating energy buffering in electrical storage. The aim is
to deepen understanding of renewable energy technology and
strengthen analytical capabilities in renewable energy systems.
The constructed system integrates supercapacitor technology
within the HESS, enabling it to supply initial power to induction
loads and manage inrush currents effectively. During discharge,
the HESS reliably stores power from PV systems under various
weather conditions, achieving full charge 2 minutes faster than
conventional systems. As the system discharges, supercapacitor
voltage drops from 16 V while battery voltage remains stable
at 12.5 V with an average current of 2.5 A. Additionally, the
system handles inrush currents during motor startup, using a
supercapacitor buffering period of 1.8 minutes.

Index Terms—Renewable Energy Off-grid PV; Hybrid Storage
System; PV systems; Lead Acid Battery; Supercapasitor

I. INTRODUCTION

The Indonesian government targets a renewable energy mix
of 23% by 2025 [1] and 31% by 2050 [2], [3]. This initiative
is reinforced by regulations from the Ministry of Energy and
Mineral Resources (ESDM) aimed at reducing emissions, with
hopes that Indonesia can contribute more rapidly to global net-
zero emissions [4]. As of 2020, Indonesia’s primary renewable
energy mix had reached only 11.31% [5]. In the National
Energy Master Plan (RUEN), the government is committed
to increasing the use of renewable energy [6].

The global issue of fossil fuel scarcity has spurred the
development of various alternative energy sources, one of

which is Solar Power Generation (PLTS), known for its readily
available electricity production as sunlight is accessible year-
round [7]. Solar energy consists of two components: heat and
light. Both components can be converted into electrical energy.
In conventional PLTS processes, solar panels are used to
convert light into electricity, a process known as Photovoltaic
[8].

Batteries typically involve an electrochemical process that
includes ion transfer between two electrodes by passing elec-
trical current in opposing polarities through an external circuit.
This process includes the insertion/diffusion of ions in the
electrolyte solution from the cathode to the anode and vice
versa [9]. The current magnitude in electrical systems is sig-
nificantly influenced by the power requirements of the system.
In electric machines with inductive loads, high current is
drawn for power consumption, a phenomenon known as inrush
current in inductive loads [10]., [11]., where this high current
is used to generate an electromagnetic field in the system.
Once the electromagnetic field stabilizes, creating a back
electromagnetic field [12]., the current gradually decreases
over time until a steady-state condition is reached.

Initially, electric machines with inductive loads require a
large current, reaching 5 to 7 times the steady-state current
level [13]. This condition can cause a voltage drop in the
power storage system. One approach to addressing this issue
is designing a Hybrid Energy Storage System (HESS), which
combines two types of electrical energy storage systems [14],
[15].

II. METHOD

The system design consists of an electrical energy source,
utilizing PV system modules that direct power to a solar charge
controller to manage the hybrid battery system charging. A979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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12V relay component acts as a catalyst for the boost converter
to the induction load, protecting the storage system from
excess electrical power output below the battery’s state of
charge (SOC). This battery system includes an SMT127 lead-
acid battery and a Green Cap EDLC supercapacitor with a
rating of 2.7 volts and 500 farads, with six supercapacitor units
connected in series to achieve 16.2 volts. Both battery systems
are connected in a parallel circuit. The power output of the
hybrid storage system is then connected to a boost converter
module to stabilize the output voltage to 12 volts DC.

A. Charging Process

The charging process, which is the primary focus of this
research, aims fundamentally to improve the quality of power
delivered to electrical loads, particularly inductive loads. The
system used in this study has been designed with a hybrid
battery technology that combines a supercapacitor and a 12-
volt lead-acid battery as the energy storage system. At the
initial stage of the charging process, electrical power generated
by the solar panels is directed to a solar charge controller as
a control method. The electrical power is then routed to the
hybrid energy storage system, where it is split into two storage
paths.

First, for the supercapacitor component, the incoming elec-
trical power is boosted in voltage using a boost converter to
reach 16V. This step aims to increase the supercapacitor’s
storage capacity and ensure improved power quality. Second,
for the lead-acid battery component, a boost converter is
not required, though the battery’s voltage is carefully mon-
itored throughout the charging process. The battery voltage
is gradually increased to reach 12.7V, which is essential for
maintaining balance within the energy storage system and
preventing overcharging that could damage the battery. This
process is a critical part of efforts to enhance the efficiency and
power quality provided by the hybrid energy storage system,
ultimately benefiting the support of reliable and sustainable
electricity needs. The charge process of the buffer system is
illustrated in Fig. 1.

Based on Fig. 1, the data obtained from the charging process
in the hybrid system provides a detailed illustration of how the
charging is carried out. This charging process was initiated at
10 a.m. and continued for a period of 15 minutes to enable
thorough monitoring and accurate analysis.

B. Discharging Process

The data obtained from the discharge process in the system
provides significant insights into understanding the behavior
of the energy storage system during the energy release phase.
In this discharge process, a DC motor is used as an inductive
electrical load.

The result from this research have the potential to improve
the design and operation of energy storage systems in various
applications, including renewable energy use and efficient
energy management. In the initial phase of the hybrid system
process, the power required by the inductive load is supplied
exclusively by the supercapacitor component, which has an

Fig. 1: Buffering system charging process

initial voltage of 16 volts. The supercapacitor is chosen as the
primary power source in this initial stage due to its ability
to supply power quickly and responsively. However, over
time and use, the supercapacitor voltage decreases, eventually
dropping to approximately 12.5 volts.

To maintain a consistent power supply, the hybrid system
employs an intelligent approach by distributing the load power
in parallel between the battery and the supercapacitor sys-
tem.This configuration allows both components to simultane-
ously contribute to the load power supply. The battery system
plays a role in sustaining a stable power supply when the
supercapacitor’s voltage has significantly dropped. This design
aims to optimize the use of available resources and ensure that
the inductive load continuously receives adequate power. The
discharge process of the buffer system is illustrated in Fig. 2.

Fig. 2: Buffering system Discharging process

In the initial phase of the experiment, the starting voltage
available from the supercapacitor was 16 volts. However, this
voltage proved to be too high for the inductive load compo-
nents used in the system. As is well known, inductive loads
require an input voltage that aligns with their specifications
to function effectively. Therefore, measures need to be taken
to address the discrepancy between the voltage available from
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the supercapacitor and the voltage required by the inductive
load.

To resolve this issue, a Buck-Boost converter system is
used, which is integrated before the input to the inductive load
system. The primary function of the Buck-Boost converter is
to adjust the input voltage from the supercapacitor to a more
appropriate level, specifically 12 volts. This converter plays a
crucial role in stabilizing the power supplied to the inductive
load, ensuring that the load operates under optimal conditions
and within the specified voltage requirements.

C. Supercapacitor Component Calculation

To determine the specifications for the number and config-
uration of supercapacitors, calculations were performed based
on the specifications of the lead-acid battery used.

To determine the total capacitance of the supercapacitors
required for the system design, (1) was used.

CEq = I·t
U (1)

Based on the calculation results using (1), the total capaci-
tance value obtained for the supercapacitors is ≥ 17.5F .

After determining the required capacitance, the number of
supercapacitors in the series array needed for the research
system was calculated using (2).

CS = U
Usc (2)

The calculation using (2) resulted in a required number of
supercapacitors in the series array of approximately 5.111,
which was rounded up to 6 units.

Once the required capacitance and number of superca-
pacitors were determined, the required capacitance of each
supercapacitor for the research system was calculated using
(3).

CSC =
CEq

NS
(3)

The result from (3) indicates that the capacitance of each
supercapacitor is approximately 2.916 F.

Finally, after determining the required capacitance for each
supercapacitor, the number of supercapacitors needed in the
parallel array for the research system was calculated using
(4).

NP = I
ISC

(4)

The result from (4) indicates that the required number of
parallel arrays is 0.227, which is less than 1, meaning no
additional parallel arrays are needed.

In this study, a Green Cap EDLC(DB) supercapacitor of 2.7
V 500 F is used, which has a larger capacitance value. As a
result, the duration of the supercapacitor buffer is extended.
Therefore, the capacitance value of the capacitors in the series
array was recalculated using (5).

CSE = I
I
C1

+ I
Cn

+...
(5)

Based on the calculation results using (5), the capacitance
value for 6 Green Cap EDLC(DB) 2.7 V 500 F supercapacitors
arranged in series is 83.33 F. Additionally, using the derivation
from (1), (6) is obtained, which can be used to determine the
buffering time.

t = CEQ·∆U
I (6)

Based on the calculation results using (6), the buffering time
in the system is obtained as 97.21 seconds or 1.6 minutes.

D. Testing Method

Fig. 3 shows the methods used in system testing. The testing
methods are conducted to obtain data analysis from the Hybrid
Energy Storage System

Fig. 3: Buffering system charging process

In the testing, an electrical machine with inductive load
characteristics was used, tested under two system conditions:
with and without the Hybrid Energy Storage System. The data
obtained from the testing include the inrush current flowing
through the system and the voltage drop that occurs when both
systems are subjected to an inductive load. These two types
of data will be used for comparison to determine the results
of the research.

III. RESULT AND DISCUSSION

A. Irradiance and Temperature

The following are the recorded data on solar irradiance and
temperature during the data collection conditions for analysis.
The summarized solar irradiance data can be seen in Fig. 4,
and the summarized temperature data can be seen in Fig. 5.

In Fig. 4, on the first day, the irradiation level measured
was 794 W/m², indicating a high level of energy from the
sun, which likely contributed to the warm temperatures. By
the second day, this value decreased to 669 W/m², suggesting
a reduction in solar energy reaching the surface. On the third
day, the irradiation level dropped further to 397 W/m², indicat-
ing significantly less solar energy and potentially contributing
to the cooler temperatures observed.

In Fig. 5, on the first day, the maximum temperature reached
31°C, indicating a relatively warm day. By the second day, the
temperature slightly decreased, with the highest reading being
29°C, showing a small drop in warmth. On the third day, there
was a more noticeable decline in temperature, as the maximum
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Fig. 4: System environmental irradiance graph

Fig. 5: System environmental temperature graph

reached only 25°C, suggesting a cooler day compared to the
previous two.

B. Charging the System

This charging process is carried out to obtain voltage and
current data for the supercapacitor and battery system. The
charging process in the system is conducted over a 4-hour
period using PV system research equipment at the Faculty
of Engineering, Universitas Sultan Ageng Tirtayasa, Cilegon
location. This process takes environmental conditions into
account, with testing conducted over three different days under
three different weather conditions: clear weather on day 1,
cloudy weather on day 2, and rainy weather on day 3. The
supercapacitor charging result can be seen in Fig. 6.

Fig. 6(a), displaying the charging voltage of the HESS
supercapacitor, shows that all charging voltages yield almost
identical results. This suggests a consistent charging pat-
tern across different tests, indicating that the supercapacitor’s
performance is stable and predictable regardless of minor
variations in charging conditions. The uniformity in the voltage
curves highlights the efficiency and reliability of the superca-
pacitor’s design in managing electrical energy storage.

(a) (b)

Fig. 6: Charging HESS Supercapacitor; (a) Voltage; (b) Cur-
rent

In Fig. 6(b), displaying the charging current of the HESS
supercapacitor, the voltage on Day 1 appears unstable with
varying amplitudes, indicating fluctuations during the charging
process. On Day 2, the voltage shows much more stability,
with consistent amplitudes suggesting a smoother and more
controlled charging experience. By Day 3, the voltage be-
comes unstable again, but the amplitude is significantly lower,
indicating less severe fluctuations compared to Day 1. This
variation across days highlights differences in the charging
behavior under different conditions.

In the HESS system, in addition to the supercapacitor, the
lead-acid battery is also charged using the PV system. The
lead-acid battery charging can be seen in Fig. 7.

(a)

(b)

Fig. 7: Charging HESS Battery; (a) Voltage; (b) Current

In Fig. 7(a), illustrating the charging voltage of the HESS
battery, Day 1 shows a very stable voltage, indicating a smooth
charging process without significant fluctuations. On Day 2,
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the voltage becomes unstable with much higher amplitude,
suggesting significant fluctuations and possibly indicating is-
sues with the charging conditions. By Day 3, while the voltage
remains unstable, the amplitude is noticeably lower, pointing
to less severe fluctuations than on Day 2. This variation
highlights the changing stability of the battery’s charging
performance over the three days.

In Fig. 7(b), displaying the charging current of the HESS
battery, Day 1 demonstrates a stable voltage, indicating a
smooth and consistent charging process with minimal fluc-
tuations. On Day 2, the voltage becomes unstable with
much higher amplitude, suggesting significant variations and
possible issues affecting the charging conditions. By Day
3, although the voltage remains unstable, the amplitude is
considerably lower, indicating less severe fluctuations than
observed on Day 2. This variation reflects the differences in
charging stability and behavior across the three days.

In this study, the HESS system will be compared with a
conventional system that does not use a supercapacitor, with
direct charging from the PV system to the lead-acid battery.
The conventional lead-acid battery charging can be seen in
Fig. 8.

(a)

(b)

Fig. 8: Charging Conventional Battery; (a) Voltage; (b) Current

In Fig. 8(a), depicting the charging voltage of a conventional
battery system, Day 1 shows a very stable voltage, indicating
a smooth and consistent charging process. On Day 2, the
voltage becomes unstable with varying amplitudes, suggesting
fluctuations that might affect charging efficiency. By Day 3,
the voltage remains unstable, but the amplitude is significantly
lower, indicating less severe fluctuations compared to Day 2.

This pattern illustrates the changing stability and behavior of
the battery system over the three days.

In Fig. 8(b), showing the charging current of a conventional
battery system, Day 1 displays a very stable voltage, indicating
a smooth and consistent charging process. On Day 2, the
voltage becomes unstable with varying amplitudes, suggesting
fluctuations that could impact the charging efficiency. By
Day 3, the voltage remains unstable, but the amplitude is
significantly lower, indicating less severe fluctuations than on
Day 2. This pattern highlights the variations in stability and
charging behavior over the three days.

C. Discharging the System

The discharging process was carried out on both energy
storage systems. This discharging process is carried out using
an induction load of a 12V DC electric motor. At this stage,
the energy storage system is tested in terms of its capacity to
release energy that has been accumulated during the previous
charging process. The induction load of a 12V DC electric
motor is applied as an external load that allows current to
flow out of the storage system, generating the power provided
to the motor.

In the discharge testing, experiments were conducted using
both the HESS system and the conventional method. These
tests measured the current and voltage discharged from both
methods over a period of 3 days. The current and voltage
discharged on the first day using the HESS system can be
seen in Fig. 9, while the conventional method can be seen in
Fig. 10.

(a)

(b)

Fig. 9: Discharging HESS System Day-1; (a) Voltage; (b)
Current
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In Fig. 9(a), the discharging voltage graph for the HESS
system on Day 1 shows that the discharging process is com-
pleted at 0:51:56. This relatively efficient discharge duration
could be attributed to optimal external conditions, such as
a stable temperature that allows the system to operate at its
best performance. The consistent and relatively short discharge
time suggests that the system was functioning under favorable
conditions with minimal impact from external forces.

In Fig. 9(b), the discharging current graph for the HESS
system on Day 1 shows a maximum current (Imax) of 11.384
A. This value indicates the peak current delivered during the
discharging process under the conditions present on that day.
The relatively stable and moderate current suggests that the
system was operating under conditions that did not signifi-
cantly affect its performance, possibly due to stable external
factors like temperature

(a)

(b)

Fig. 10: Discharging Conventional Battery Day-1; (a) Voltage;
(b) Current

In Fig. 10(a), the discharging voltage graph for the con-
ventional battery system on Day 1 shows that the discharging
process is completed at 0:47:08. This duration indicates that
the battery discharged efficiently within this timeframe under
stable conditions. The relatively short discharge time suggests
that external factors, such as temperature, were favorable,
allowing the battery to maintain its performance with minimal
fluctuations.

In Fig. 10(b), the discharging current graph for the con-
ventional battery system on Day 1 shows a maximum current
(Imax) of 12.534 A. This value indicates a strong discharge
performance with a high current output. The relatively stable
and high peak current suggests that the battery operated

under favorable conditions, likely with stable temperatures
and minimal external disruptions, which allowed it to deliver
efficient performance.

The second day of discharge testing using the HESS system
can be seen in Fig. 11, and the conventional method can be
seen in Fig. 12.

(a)

(b)

Fig. 11: Discharging HESS System Day-2; (a) Voltage; (b)
Current

In Fig. 11(a), the discharging time extends to 0:52:46,
indicating a slight increase compared to Day 1. This minor
change could be caused by external factors such as fluctuations
in temperature. If the temperature increased or decreased, it
might have affected the battery’s performance and efficiency,
leading to a longer discharge time. Variations in temperature
can influence the internal resistance and chemical processes
within the battery, impacting its discharge characteristics.

In Fig. 11(b), the maximum current increases to 12.434 A.
This rise in current could be influenced by external factors
such as a change in temperature. If the temperature increased,
it might have led to a reduction in internal resistance of the
battery, allowing it to deliver a higher current. Alternatively,
other external conditions could have contributed to this in-
creased current. The higher peak current suggests that the
system experienced different operational conditions compared
to Day 1.

In Fig. 12(a), the discharging time extends to 0:47:57, show-
ing a slight increase compared to Day 1. This minor extension
in discharge duration could be attributed to external factors
such as temperature variations. A slight change in temperature
might have impacted the battery’s efficiency, leading to a

137 



(a)

(b)

Fig. 12: Discharging Conventional Battery Day-2; (a) Voltage;
(b) Current

marginally longer discharge time. The small increase suggests
that while conditions may have changed slightly, the battery’s
performance remained relatively stable.

In Fig. 12(b), the maximum current increases slightly to
12.690 A. This slight increase could be due to external factors
such as a rise in temperature. An increase in temperature can
reduce the battery’s internal resistance, potentially allowing it
to discharge more current. The higher peak current observed
indicates improved performance or optimal operating condi-
tions on this day compared to Day 1.

The third day of discharge testing using the HESS system
can be seen in Fig. 13, and the conventional method can be
seen in Fig. 14.

In Fig. 13(a), the discharging time significantly lengthens
to 1:12:56. This considerable increase in duration suggests
a more pronounced effect from external factors. If there
were significant temperature fluctuations or if the temperature
was more extreme, it could have substantially affected the
battery’s discharge efficiency. Extreme temperatures can alter
the battery’s internal resistance and performance, resulting in
a longer discharge time as the system struggles to maintain
optimal operation under less favorable conditions.

In Fig. 13(b), the maximum current decreases slightly to
11.349 A. This drop, while still relatively close to Day 1’s
value, may be indicative of less favorable conditions compared
to Day 2. If the temperature or other external factors fluctuated
again, it could have impacted the system’s ability to deliver as
high a current as on the previous day. This decrease in peak

(a)

(b)

Fig. 13: Discharging HESS System Day-3; (a) Voltage; (b)
Current

current suggests a return to conditions more similar to those
on Day 1, but still reflecting some variability in performance.

In Fig. 14(a), the discharging time significantly lengthens
to 1:06:39. This considerable increase in duration suggests a
more pronounced effect from external factors. If there were
significant fluctuations in temperature or other external condi-
tions, it could have adversely affected the battery’s discharge
efficiency. The longer discharge time indicates that the battery
faced challenges in maintaining optimal performance under
less favorable conditions.

In Fig. 14(b), the maximum current decreases to 10.411
A. This notable drop in peak current may be the result
of less favorable external conditions, such as a decrease in
temperature or other environmental changes affecting battery
performance. The lower current suggests that the battery expe-
rienced increased internal resistance or operational challenges,
resulting in reduced discharge capability.
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(a)

(b)

Fig. 14: Discharging Conventional Battery Day-3; (a) Voltage;
(b) Current

IV. CONCLUSION

The following are the conclusions from the research data
that have been carried out with the hybrid system was able
to reliably receive PV systems power in sunny, cloudy and
rainy weather tests, with the system fully charged an average
of 2 minutes faster than conventional storage systems. When
discharging, in hybrids the supercapacitor voltage drops from
16 V and the battery remains 12.5 V, the average current is 2.5
A, in conventional systems the battery voltage decreases from
12.5 V, the average current is 2.5 A. In the discharging process,
the hybrid system effectively handles an average inrush current
of 11.3 A for 1 second when starting the motor, with an
average buffer period given by the supercapacitor for 1.8
minutes.
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Abstract—The school schedule is a crucial aspect of managing
the teaching and learning activities at school. Its creation requires
significant time and effort, especially if done manually. SMPK
Santo Yoseph Denpasar is one such school that still uses a
manual approach for scheduling, which can take approximately
two weeks. This manual scheduling process poses challenges,
particularly in meeting the distribution of class hours and
adhering to the school’s constraints. The issues in allocating the
required weekly hour for each subject and for each class. Due to
this issue, there can be up to 7 subjects in a single day, as most
subject are allocated only 1 hour per session. A genetic algorithm
is one of the best solutions for addressing scheduling issues. This
study employs an applied research method, directly applying
scientific knowledge to the problem at hand. The implementation
of the genetic algorithm in this study begins with generating an
initial population using subjects, class hours, days, and classes
that was created to distribute teaching hours. It is followed by
calculating the fitness value selection adjusted to the school’s
constraints, as well as crossover and mutation processes. The
research results show that the genetic algorithm model used
is capable of meeting the distribution of class hours with four
specified constraints, as the number of subjects could be reduced
to 4-5 subjects per day and, through an evolutionary process of
100 generations, can achieve and maintain the highest fitness
value, which 0.0880 out of 1.

Index Terms—genetic algorithm, scheduling

I. INTRODUCTION

In any activity, such as school learning, a schedule is
essential as it serves as a guide for the participants [1]. The
school schedule supports the teaching and learning process
by organizing and allocating resources, time, and available
facilities [2] [3].. The teaching and learning process undergoes
changes every academic year, which may be influenced by
factors such as the addition or reduction of teachers, the num-
ber of classes, or changes in educational policies that require
adjustments. These factors demand attention and focus during
the scheduling process at schools [4]. Kemudian berurutan
disitasi

Creating a school schedule is crucial and requires time,
effort, and precision [5]. A good schedule must meet and
consider several factors, such as the teachers assigned to
subjects, classrooms, subjects, and other constraints [6]. to

avoid overlapping schedules. Additionally, the correlation be-
tween scheduling components must be considered, such as
the spacing of lesson hours for the same subject or adjusting
class hours to the curriculum, among many other potential
correlations during the scheduling process.

In schools that still use manual scheduling methods, it
can be challenging to meet the correlations or constraints
between components, which may lead to problems. Common
issues in manually creating schedules include the allocation of
resources, class hours, and classroom assignments [2].

To address the challenges of manual scheduling, com-
putational and mathematical approaches can offer effective
solutions, such as using algorithms. An algorithm is a set of
instructions used to meet certain criteria and make decisions
[7].

Several algorithms can be applied to scheduling problems,
such as Ant Colony Optimization, Genetic Algorithm, Particle
Swarm, dan Steepest Ascent Hill Climbing. To compare the
performance of algorithms suitable for scheduling, reference
can be made to previous studies, as shown in Table I.

TABLE I: SCHEDULING RESULTS

Scheduling Results
Research Title Author Research Results

Performance Compari-
son of Genetic Algo-
rithm and Ant Colony
Optimization in Course
Scheduling Optimiza-
tion

Ahmad
(2016)

The best performance of the
genetic algorithm is achieved
with a time of 21.6 seconds,
while ant colony optimization
takes 69.11 seconds.

Study of Optimization
Algorithms for Course
Scheduling

H. Tri
(2020)

In a comparison of the genetic
algorithm (GA), ant colony op-
timization (ACO), and parti-
cle swarm optimization (PSO),
GA outperforms in obtaining
optimal solutions, achieving a
fitness value of 1, and having
faster execution speed.

Comparison of Genetic
Algorithm and Steepest
Ascent Hill Climbing
Algorithm for Course
Scheduling Optimiza-
tion

Ardiya
(2022)

The results show that the ge-
netic algorithm can produce a
conflict-free schedule, although
it requires a longer running
time.

Based on the results of previous research in Table I, it can979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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be concluded that the genetic algorithm has superior potential
compared to other algorithms, both in terms of computational
time and the best fitness value to produce optimal scheduling
solutions.

SMPK Santo Yoseph is one educational institution where
the scheduling process is still done manually, without the
use of computational guidelines or calculations, and takes
approximately two weeks. This manual process leads to high
complexity and difficulty, particularly in ensuring and meeting
the distribution of class hours that must be fulfilled within a
week for each class.

Given the issues mentioned above, this research will focus
on determining the appropriate distribution of class hours and
the formulation of a fitness value that can be used to meet
these constraints using the genetic algorithm.

II. THEORETICAL REVIEW

A. Genetic Algorithm

The genetic algorithm is a technique for finding solutions
using the principle of natural selection (biology), where indi-
viduals with better characteristics can survive and evolve [11]
[3]. The genetic algorithm uses a chromosome representation
of the problem at hand and applies the concepts of genetic
selection, such as mutation, selection, and recombination, to
obtain the best solution based on related rules [12] [13].

B. Steps of Genetic Algorithm

1) Initialization Population : The initial population is cre-
ated by initializing or encoding the problem to be solved. Table
II and Table III is showing how initialization for subject and
day codes.

TABLE II: EXAMPLE OF SUBJECT CODING

Subject Code Subject
BIND Bahasa Indonesia
MTK Matematika
IPA IPA

TABLE III: EXAMPLE OF DAY CODING

Day Code Day
1 Monday
2 Tuesday
3 Wednesday

Each encoded unit is called a gene, which is then randomly
combined to form chromosomes. A collection of chromosomes
forms an individual, and these individuals make up a popula-
tion that represents the desired solution [14], as shown in the
example in Figure 1.

2) Fitness Value Selection : The fitness value is calculated
based on the number of violations or penalties associated with
the problem faced by each chromosome. The fitness value
serves as a reference to achieve the best score or fitness for
that chromosome.

Fitness Calculation Formula :

Fig. 1: Population Structure

F =
1

1 +
∑

penalty
(1)

The fitness value is then selected to be used as a parent
in the next process using the elitism selection method, which
involves choosing the parent based on the highest value to be
carried forward to the next process [5].

3) Crossover : Crossover is a method of cutting parts of
selected parent individuals from the selection results and then
crossing them with other parent parts (as illustrated in Figure
2) to produce offspring that can increase diversity within a
population [16] [17].

Fig. 2: Example of Crossover Process

4) Mutation : Mutation is the process of replacing genes
that are deemed less suitable with genes that meet the criteria
of the desired solution, as illustrated in Figure 3. This aims to
produce chromosomes with better quality [18]

5) Stopping Criteria : The stopping criteria process occurs
when the iteration and the desired results are close to or
optimal for what is intended to be achieved.

III. RESEARCH METHOD

The method used in this study is applied research. Applied
research involves applying theory and scientific knowledge
with the goal of solving real-world problems and providing so-
lutions [19], specifically testing whether the genetic algorithm
is effective in solving the manually performed scheduling
process.
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Fig. 3: Example of Mutation Process

There are several stages in applied research, explained as
follows :

1) Problem Identification : This stage involves a deeper
investigation into the issues faced by SMPK Santo Yoseph
Denpasar in the scheduling process by conducting interviews
with the scheduling team. The issue encountered is the dif-
ficulty in distributing class hours according to the applicable
curriculum rules. Due to this difficulty, the number of subjects
in a single day can reach up to seven.

2) Data Collection : This stage involves gathering the nec-
essary data to solve the identified problem. The data collected
includes the class schedule for the 2023/2024 academic year
at SMPK Santo Yoseph Denpasar.

3) Data Analysis : This stage involves processing and
analyzing the collected data. From the schedule data, data
processing and validation are carried out regarding the number
of subjects and class hours required for each subject.

4) Model Implementation and Evaluation : In this stage, the
process involves integrating the existing model into the prob-
lem scope to be solved and assessing the model’s performance.
Based on the analyzed data, the genetic algorithm is applied,
starting with the representation of the required solution, the
formulation of the fitness value in line with the problem,
crossover and mutation to generate population diversity, and
determining the stopping criteria to achieve the best scheduling
results.

IV. IMPLEMENTATION AND RESULT

The data used in this study is the class schedule data from
SMPK Santo Yoseph Denpasar for the 2023/2024 academic
year. From this data, several pieces of information and criteria
used in the schedule creation were obtained as follows :

• There are 28 classes.
• 9 class periods/day, except on the 5th day, with 7 class

periods/day.
• 5 school days (Monday-Friday) each week.

• Allocation of class periods for each subject per week is
shown on Table IV:

TABLE IV: WEEKLY SUBJECT HOURS

Subject Weekly Hours (WH)
Bahasa Indonesia 6 WH

Matematika 5 WH
IPA 5 WH

Bahasa Inggris 4 WH
IPS 4 WH

PKN 3 WH
Informatika 3 WH
Seni Budaya 3 WH

PJOK 3 WH
Agama 2 WH

Bahasa Bali 2 WH
Bahasa Jepang 2 WH

BK 1 WH

Next is the formation of the initial population, initialized
to consist of 28 individuals, each representing a class. Each
individual contains 5 chromosomes representing the school
days. Each chromosome contains genes representing subjects
and 9 class periods.

TABLE V: SUBJECT HOURS CODING

Subject Weekly Hours (WH)
Bahasa Indonesia BIND1, BIND2, BIND3
Matematika MTK1, MTK2, MTK3
IPA IPA1, IPA2, IPA3
Bahasa Inggris BING1, BING2
IPS IPS1, IPS2
PKN PKN1, PKN2
Informatika IF1, IF2
Seni Budaya SB1, SB2
PJOK PJOK
Agama AGAMA
Bahasa Bali BBALI
Bahasa Jepang BJPG
BK BK
Jam kosong E

The coding of class periods is done by dividing the required
2 class periods for each subject per week for each class as
shown in Table V. For example, the Indonesian language
subject requires 6 class periods, which are divided into 3
meetings per class, with each meeting having 2 class periods.
The code for the Empty Class Period (’E’) is used to balance
the number of genes, as in genetic algorithms, the number of
genes in a chromosome must be the same. For the other types
of coding, refer to Table VI for the day codes and Table VII
for class codes.

TABLE VI: LEARNING DAYS CODING

Day Code
Monday Day 1
Tuesday Day 2
Wednesday Day 3
Thursday Day 4
Friday Day 5

Figure 4 shows an example of the generated population:
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TABLE VII: CLASS CODING

Day Code
VII A Class 1
VII B Class 2
VIII C Class 3
... ...
IX I Class 28

Fig. 4: Example of Mutation Process

The population used in this research is 10. From the 10
formed populations, the fitness value will be calculated using
4 formulas representing the applied penalties. The first formula
is used to calculate the actual occurrence of the subject from
the population generation:

countf itness = 1
1+

∑
|desiredcounts[subject]−actualcounts[subject]|

(2)
Abbreviations:
count fitness = Counts the occurrence of a subject.
desired counts = The desired number of class periods for that
subject code.
actual counts = The number of class periods generated from
the initial population generation.

The second formula is used to calculate a penalty if the same
subject code appears on the same day but with non-consecutive
class periods, as it is considered ineffective if a subject is
taught on the same day with non-consecutive periods.

distantf itness = 1
1+distantpenalty

(3)

Abbreviations:
distant fitness = Measures the distance between subjects on
the same day.
distant penalty = Penalty for non-consecutive periods of the
same subject.

The third formula is used to penalize subjects that appear
more than 3 times because, according to the subject distribu-
tion, the maximum occurrence is 3 times.

overcountf itness = 1
1+overcountpenalty

(4)

Abbreviations:
over counts fitness = Counts subjects that appear more than
3 time.
over count penalty = Penalty for excessive subject occur-
rences.

The last formula is used to penalize if the Empty Class
Period code (’E’) does not appear in the 8th and 9th periods

of the fifth chromosome in each individual (5th day, 8th &
9th periods). From these four calculations, the fitness formula
becomes:

F =
countf itness+distantf itness+overcountf itness+ef itness

4
(5)

The fitness value calculation results for the 10 populations
are as follows in Figure 5:

Fig. 5: Fitness Value Calculation Results for 10 Populations

Next, the fitness values will be selected using the elitism
method to choose parents by taking half of the initial popula-
tion and the selected parents index as in Figure 6.

Fig. 6: Selected Parents

The next process is crossover as shown in Figure 7, using
the one-point crossover method, selecting a random cut point.
The offspring generated are 6 populations, which will be used
as the new population for the mutation process.

Fig. 7: Crossover Process

The new population from the crossover results is then
subjected to mutation using a mutation rate of 0.01 or 1% to
maintain the stability of the individual structure. The mutation
is performed by swapping genes in individuals that still have
insufficient or excessive class periods and swapping if the
Empty Class Period (’E’) is not in the 5th chromosome (5th
day) 8th & 9th genes (8th & 9th periods). The mutation results
as shown in Figure 8, by swapping the 5th day subject to ‘E’.

After the mutation process, the next step is the evolution
process carried out over 100 generations. This evolution pro-
cess repeats all the stages of the genetic algorithm, starting
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Fig. 8: Crossover Process

from the initial population (population resulting from the
mutation), fitness value selection, crossover, and mutation
according to the desired number of generations. The fitness
value results from 100 generations are as follows in Figure 9.

Fig. 9: Fitness Value per Generation

The best fitness value obtained from 100 generations is
0.880, with the best scheduling result shown in Figure 10. The
best scheduling results in Figure 10 also shown that number
of subjects per day could be reduced.

Fig. 10: Best Schedule Results

To facilitate viewing the occurrence of class periods com-
pared to the desired class periods, the visual comparison can
be made as in Figure 11:

The distribution of class periods obtained from this research
is determined by dividing the total class periods required in
one week by 2 class periods to determine the number of
meetings per week in one class. Thus, in one meeting, the

Fig. 11: Comparation of Subject Occurrences

subject is scheduled for a maximum of 2 class periods, in
accordance with the school’s policy that a single subject should
not exceed 2 class periods on the same day. The only exception
is for Physical Education (PJOK), which must be scheduled
for 3 consecutive class periods, since the school requires, the
Physical Education (PJOK) lessons to be scheduled for 3 hour
per week and only allows 1 session per week for each class,
the lesson cannot be split into the multiple time slots and must
be scheduled as a continuous 3 hour in a row.

For example, the Indonesian language subject requires 6
class periods per week for one class, so the class will have 3
meetings on different days within the week, each consisting of
2 class periods. Another example is the Mathematics subject,
which requires 5 class periods per week for one class, resulting
in 3 meetings on different days: two meetings with 2 class
periods each, and one meeting with 1 class period. A detailed
breakdown can be seen in the Table VIII below:

TABLE VIII: WEEKLY SUBJECT HOURS

Subject Weekly Hours
(WH)

Group & Code of Lesson Hour
Distribution

Bahasa Indonesia 6 WH BIND1 (2 WH), BIND2 (2
WH), BIND3 (2 WH)

Matematika 5 WH MTK1 (2 WH), MTK2 (2
WH), MTK3 (1 WH)

IPA 5 WH IPA1 (2 WH), IPA2 (2 WH),
IPA3 (1 WH)

Bahasa Inggris 4 WH BING1 (2 WH), BING2 (2
WH)

IPS 4 WH IPS1 (2 WH), IPS2 (2 WH)
PKN 3 WH PKN1 (2 WH), PKN2 (1 WH)
Informatika 3 WH IF1 (2 WH), IF2 (1 WH)
Seni Budaya 3 WH SB1 (2 WH), SB2 (1 WH)
PJOK 3 WH PJOK (3 WH)
Agama 2 WH AGAMA (2 WH)
Bahasa Bali 2 WH BBALI (2 WH)
Bahasa Jepang 2 WH BWHG (2 WH)
BK 1 WH BK (1 WH)

V. CONCLUSION

Based on the application of the genetic algorithm for
scheduling using the class schedule data from SMPK Santo
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Yoseph Denpasar for the 2023/2024 academic year, the fol-
lowing conclusions were:

The fitness value formula used in this research is divided
into four parts: calculating the difference between the actual
occurrences and the predefined occurrences according to the
class period distribution; penalizing the same subject if it
appears with a gap of more than one period on the same day;
penalizing subjects that appear more than three times in any
class; and penalizing if an empty class period occurs anywhere
other than the 8th and 9th periods on the 5th day.

Based on the above, it can be concluded that the genetic
algorithm is proven to be capable of scheduling with a focus on
the distribution of class periods within a week for each class.
The final schedule produced after 100 generations achieved a
fitness value of 0.880 out of 1. The fitness value increased
with each generation and did not decrease, indicating that the
evolution process in this research was effective in improving
the fitness value.

Based on the results and conclusions outlined, the follow-
ing suggestions can be made: future research could explore
scheduling using a genetic algorithm with different repre-
sentations, fitness value formulas, crossover methods, and
mutations, tailored to the specific scheduling challenges and
constraints encountered.
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Abstract—Manual attendance recording is susceptible to issues
like data manipulation and human error. In such systems,
employees fill out attendance sheets or books, and managers
oversee their accuracy. To address these problems, there have
been numerous proposed systems to automate the attendance de-
tection systems that are based on biometric devices, RFID cards,
face recognition, mobile applications among other technologies.
Moreover, using fingerprint for attendance system will make a
long queue and the hygiene cannot be guaranteed. In this study,
we developed an automatic and contactless attendance detection
utilizing Bluetooth Low Energy (BLE) features with the ESP32 to
create an iBeacon. In addition to facilitate real-time attendance
recording and monitoring, we are using a website with Message
Queuing Telemetry Transport (MQTT) as standard messaging
protocol for the Internet of Things (IoT). The system includes
two types of devices: the first type is a beacon, carried by each
individual and equipped with an AS608 optical fingerprint sensor
for biometric authentication, and the second type receives and
reads broadcast messages from the beacon, sending them to a
web server using XAMPP localhost. Test results indicate that the
system can detect individual employee presence up to 4 meters
and display the attendance detection result through a website.

Index Terms—Attendance Detection, Bluetooth Low Energy
(BLE), ESP32, iBeacon, Fingerprint, MQTT, XAMPP

I. INTRODUCTION

To report on the development of a company accurately,
recording employee attendance is essential as it provides
valid evidence of their presence. This can be done manually
using paper-based methods, which require ongoing human
supervision, or with attendance recording machines such as
smart cards, fingerprints, smartphones, and facial recognition.
However, manual methods are prone to issues like data manip-
ulation and human error. According to Joshi et al. [1] , manual
systems are time-consuming and challenging to monitor. They
are not only require paper but also additional staff to verify
the attendance and timings of employees, leading to overhead
costs for organizations. Therefore, by taking advantage of
technology, it is possible to decrease all complexity of manual
attendance system with automatic attendance system such as

using biometric devices, RFID cards, face recognition, mobile
applications, etc [2]–[5]

Automatic attendance system based on biometric fingerprint
[2] is he most dependable technique for biometric recognition
algorithms based on attendance systems is fingerprint recogni-
tion, which consists of sensing, feature extraction, and match-
ing modules [6]. However using fingerprint as main attendance
detection requires to put each finger in the same fingerprint
sensor, so the hygiene cannot be guaranteed. Moreover it is
requires queuing in a straight line so crowded queuing is
inevitable.

Currently, automatic attendance detection system using
energy-efficient Bluetooth-enabled device communication has
been developed. Bluetooth technology was designed to facil-
itate short-distance connections between mobile devices and
computers, standardized by the IEEE 802.15 working group as
part of the Wireless Personal Area Network (WPAN) standard
[7]. According to Townsend et al. [8], the Bluetooth 4.0
Core Specification includes Bluetooth Low Energy (BLE), also
known as Bluetooth Smart. Although BLE might seem like
a smaller, optimized version of classic Bluetooth, they have
distinct histories and design goals. In this research, BLE is
used because it is a component of iBeacon. A device that
implements iBeacon functionality broadcasts BLE advertising
packets with the following four values included with proximity
UUID (universally unique identifier) parameters and major and
minor RSSI values, can be functioning similarly to fingerprints
and cards for identifying individuals nearby. Pušnik et al. [9],
note that BLE is starting to replace RFID and Wi-Fi-based
systems for indoor positioning by offering a fully wireless,
autonomous hardware solution. The ESP32 supports both
classic Bluetooth and BLE [10].

Communication between devices using BLE can be used
for automatic employee attendance detection tool. The client
device detects attendance through a nearby live server device
and it’s allows to implement contactless attendance detection979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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mechanism. Prafanto et al. [11], conducted research showing
that BLE, an iBeacon component, can detect the presence
of individuals, effectively replacing fingerprints and RFID
cards. Individual presence is identified using the Bluetooth
Device Address (BD ADDR) of a registered smartwatch or
gadget within the ESP32, based on the Receive Signal Strength
Indicator (RSSI) value range programmed into the ESP32.
However, this research does not fit the purpose that used to
be because recently, smart watches on the market are using a
random address on it Bluetooth address type. Moreover, the
Bluetooth address cannot be registered anymore in the ESP32
because the address will change many times. Mangroliya et al.
[12], also explored the use of BLE on ESP32 for electronic
attendance, implementing two types of devices: BLE ID Cards
as electronic ID cards and BLE scanners to locate these cards
within a certain range. Their system can detect attendance
by extracting student names and roll numbers that linked
to the UUID (universally unique identifier) and sending this
information to a database. The disadvantage of this research is
lack of security such as the electronic card might use by other
that is not authorized or entrusted to someone else. Lapointe
et al. [13], developed a prototype using BLE and Raspberry
Pi Zero W to track and identify people in multi-occupant
settings, dividing the system into data management, real-time
BLE RSSI-based positioning, and associating BLE devices
with motion detection using passive infrared (PIR) sensors.
Data from binary motion detection by PIR sensors and BLE
packet advertisements received by Raspberry Pi Zero W are
transmitted to a central computing unit for data collection and
processing. In this research, BLE combined with PIR sensor
able to identify person with two conditions like tracking device
needs to detect motion and BLE RSSI in wearable BLE device.

This paper offers the following ways to improve utilize of
Bluetooth low energy in attendance detection as follows:

• To confirm that iBeacon component can be used to
identifying person like fingerprint or ID’s card.

• Our research provides attendance detection system with
portable fingerprint device and allow person to mark their
attendance contactless and in place with random positions
within a 4-meter range limit.

• The Internet of Things (IoT) has enabled direct inte-
gration of the physical world with computer-based sys-
tems via sensors and the internet, improving accuracy,
efficiency, and economic value while reducing human
involvement [14]. IoT connects various hardware through
the internet to collect data in real-time, automatically
filter and process it, and then send the data to and from
the cloud. Implementing IoT in this research, we designed
a website as an interface to store and process attendance
data and display its real-time attendance data from the
ESP32 and the data also can be downloaded to be used
in preparing the report.

II. DESIGN AND METHOD

The automatic attendance detection was designed utiliz-
ing the following components: the ESP32 microcontroller,

HC-SR501 PIR module, AS608 optical fingerprint sensor,
I2C LCD, 18650 Li-Ion battery, TP4056 charging module,
MT3068 DC to DC step-up converter module, XAMPP lo-
calhost, and the MQTT message protocol using the NodeJS
library.

In this study, we use two types of devices, both leveraging
Bluetooth Low Energy features supported by the ESP32 to
create an iBeacon. The first type is a beacon device owned by
each individual, equipped with an AS608 optical fingerprint
sensor for biometric authentication, functioning as a BLE ID
device. The second type is a scanning device that receives and
reads broadcast messages from the beacon and sends them
to the web server using XAMPP localhost with MQTT as
the message protocol. This procedure allows the results of
employee attendance detection to be displayed on a website.
The block diagrams of the BLE ID device and the scanning
device are shown in Fig. 1 and Fig. 2

Fig. 1: Block Diagram of BLE ID Device

Fig. 2: Block Diagram of Scanning Device

For the system to detect attendance, individuals with regis-
tered fingerprints on their BLE ID devices must be within
the detection range of the PIR sensor. When a registered
fingerprint is matched, the BLE ID device begins advertising
its packet, enabling communication with the scanning device.
In this process, the advertising packet acts as the person’s
identity and broadcasts a message that the scanning device
must detect. This allows attendance information to be stored
in the cloud. The operation of the BLE ID device and Scanning
Device is illustrated in Fig. 3 and Fig.4

147 



Fig. 3: Flowchart of BLE ID Device

Fig. 4: Flowchart of Scanning Device

III. EXPERIMENTAL RESULTS AND DISCUSSION

The testing of the scanner device was conducted to assess
its ability to scan and detect the registered BD ADDR of the
beacon within the maximum detection range of the PIR sensor.
The scanning device was programmed to receive advertising
packets from the BLE ID device, with the received signal
strength indicator (RSSI) set to -83 dBm. This value was
chosen based on the HC-SR501 PIR sensor datasheet, which
specifies a maximum detection range of 6 meters. Manual
calculations were used to adjust the RSSI detection range
to match the 6-meter range of the HC-SR501 PIR sensor,
resulting in the use of -83 dBm, equivalent to a distance of
5.99 meters. The equation for determining the distance from
the RSSI value [14], as in:

d = 10
RSSI+55

−36 (1)

The test results of the scanning device are shown in TABLE
I.

TABLE I: THE TEST RESULTS OF THE SCANNING DE-
VICE

Real Distance
of Object (m)

Readable
RSSI value

displayed on
LCD I2C 20x4

(dBm)

Distance
Estimation
Result by
Manual

Calculation (m)

Individuals
Detected

by
PIR Sensor

Yes No
0.5 -56 1.0660 ✓
1 -57 1.1364 ✓
2 -67 2.1344 ✓
3 -76 3.83 ✓
4 -65 1.8957 ✓
5 -79 4.6415 ✓
6 -81 5.2749 ✓

The results of the Scanner Device Testing at a Range of -83
dBm can be seen that the level of RSSI detection value reaches
-81 dBm. The whole system can only detect the presence
of employees with active BLE ID devices up to a distance
of 4 meters from the real object. Comparing to the previous
research conducted by Prafanto et.al [11] which sets the cutoff
limit at -100 dBm can detect person until 45m while ours at -
83 dBm can only detect person until 4m. This difference is due
to the addition of individual detection conditions using a PIR
motion sensor, which PIR motion sensor sensor can only detect
the motion of people around it within a range of 6 meters.
In the tests that have been carried out, the detection of RSSI
values by the scanning device of the BLE ID device shows the
accuracy of detection at a distance of 1 meter. The difference
between the read RSSI value and the one calculated manually
can be caused by environmental conditions, the direction of the
device antenna and other physical obstacles. The graph of the
difference between the real object distance and the estimated
distance of the calculation results against the RSSI detection
value is shown in Fig. 5.
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Fig. 5: Graph of the difference between the real object distance
and the estimated distance of the calculation results against the
RSSI detection value

The scanning device is shown in Fig. 6.

(a)

(b)

Fig. 6: The Scanning Device

As for the BLE ID device, we had 6 BLE ID devices
for testing. For each one, a unique fingerprint is registered
to activate the BLE ID then able to communicate with the
scanning device as explained before in the design and method.
Each BLE ID device can only be used by individuals whose
fingerprints are registered in the AS608 optical fingerprint
memory’s device. Therefore all the BLE ID devices were

tested to see if only the registered fingerprint can enable the
BLE ID to advertise its advertising packet so that they can be
found and communicated to the scanning device. The results of
testing the BLE ID devices are shown in TABLE II - TABLE.
VII.

TABLE II: RESULT OF TESTING BLE ID 1

Finger-
prints

Enrolled
Fingerprints

Voltage Value
Read by

Multimeter
(Vdc)

Start BLE
Data

Advertising

Yes No Buzzer LED Yes No
Employee 1 ✓ 0 V 3.19 V ✓
Employee 2 ✓ 3 V 0 V ✓
Employee 3 ✓ 3 V 0 V ✓
Employee 4 ✓ 3.1 V 0 V ✓
Employee 5 ✓ 3 V 0 V ✓
Employee 6 ✓ 3 V 0 V ✓

TABLE III: RESULT OF TESTING BLE ID 2

Finger-
prints

Enrolled
Fingerprints

Voltage Value
Read by

Multimeter
(Vdc)

Start BLE
Data

Advertising

Yes No Buzzer LED Yes No
Employee 1 ✓ 2.98 V 0 V ✓
Employee 2 ✓ 0 V 3.17 V ✓
Employee 3 ✓ 2.98 V 0 V ✓
Employee 4 ✓ 2.98 V 0 V ✓
Employee 5 ✓ 2.98 V 0 V ✓
Employee 6 ✓ 2.98 V 0 V ✓

TABLE IV: RESULT OF TESTING BLE ID 3

Finger-
prints

Enrolled
Fingerprints

Voltage Value
Read by

Multimeter
(Vdc)

Start BLE
Data

Advertising

Yes No Buzzer LED Yes No
Employee 1 ✓ 2.98 V 0 V ✓
Employee 2 ✓ 2.98 V 0 V ✓
Employee 3 ✓ 0 V 3.18 V ✓
Employee 4 ✓ 2.98 V 0 V ✓
Employee 5 ✓ 2.98 V 0 V ✓
Employee 6 ✓ 2.98 V 0 V ✓

TABLE V: RESULT OF TESTING BLE ID 4

Finger-
prints

Enrolled
Fingerprints

Voltage Value
Read by

Multimeter
(Vdc)

Start BLE
Data

Advertising

Yes No Buzzer LED Yes No
Employee 1 ✓ 2.73 V 0 V ✓
Employee 2 ✓ 2.73 V 0 V ✓
Employee 3 ✓ 2.73 V 0 V ✓
Employee 4 ✓ 0 V 3.22 V ✓
Employee 5 ✓ 2.73 V 0 V ✓
Employee 6 ✓ 2.73 V 0 V ✓

TABLE II - TABLE VII shows that each BLE ID device can
only be used by individual employees based on the fingerprint
registered in the memory of the BLE ID device. In addition,
the results of BLE ID Testing are fully able to complement the
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TABLE VI: RESULT OF TESTING BLE ID 5

Finger-
prints

Enrolled
Fingerprints

Voltage Value
Read by

Multimeter
(Vdc)

Start BLE
Data

Advertising

Yes No Buzzer LED Yes No
Employee 1 ✓ 2.98 V 0 V ✓
Employee 2 ✓ 2.98 V 0 V ✓
Employee 3 ✓ 2.98 V 0 V ✓
Employee 4 ✓ 2.98 V 0 V ✓
Employee 5 ✓ 0 V 3.18 V ✓
Employee 6 ✓ 2.98 V 0 V ✓

TABLE VII: RESULT OF TESTING BLE ID 6

Finger-
prints

Enrolled
Fingerprints

Voltage Value
Read by

Multimeter
(Vdc)

Start BLE
Data

Advertising

Yes No Buzzer LED Yes No
Employee 1 ✓ 3 V 0 V ✓
Employee 2 ✓ 3 V 0 V ✓
Employee 3 ✓ 3 V 0 V ✓
Employee 4 ✓ 3 V 0 V ✓
Employee 5 ✓ 3 V 0 V ✓
Employee 6 ✓ 0 V 3,19 V ✓

lack of functionality on its security in the research conducted
by Mangroliya et.al [12]. The buzzer and led outputs can
function according to the commands set on the program so that
individuals can ensure that their devices can start advertising
Bluetooth packets to be detected by the scanner device.

The BLE ID device is shown in Fig. 7

Fig. 7: The BLE ID Device

Website testing is done to find out whether the hardware has
been integrated with the website properly or not by displaying
information about the registered person’s attendance based on
name, device address, and attendance time. The results of the
website testing are shown in Fig. 8 – Fig. 13.

The overall testing, calculation, and measuring results show
that the system functions as intended in detection atten-
dance. It ensures that only registered fingerprints can activate
the BLE ID device and detects attendance only for known
(BD ADDR) that can be identified by the scanning device.

Fig. 8: System Connected with MQTT

Fig. 9: Dashboard Page

Fig. 10: Verified Employee Page

Fig. 11: History Page
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Fig. 12: Chart Page

Fig. 13: Result of Download Attendance Data Log from
Website

IV. CONCLUSION

The employee attendance detection system is designed
using the ESP32 microcontroller as the main control system.
Utilizing the Bluetooth Low Energy feature on the ESP32,
the system can detect individual presence and recognize em-
ployees/system users based on scanned advertising packets
matched in the program. The HC-SR501 PIR sensor is incor-
porated to detect the motion of individual employees within a
detection range of up to 4 meters. It is prove that attendance
detection can be done contactless. As for the detection angle of
120 degrees in PIR motion sensor does not requires person to
mark their attendance in a straight line to the receiver. The
AS608 fingerprint sensor handles biometric authentication,
identifying and verifying the owner of the BLE ID device
to validate whether the advertising packet should be started,
allowing the BLE address to be detected and recorded as a
form of employee presence.

Test results indicate that the system can detect individual
employee attendance up to 4 meters. The integrated 20x4 LCD
with I2C module serves as an output, providing employees
with detection status. Additionally, website testing confirms
that the implementation of the website as an Internet of Things
(IoT) interface, using MQTT as a standard messaging proto-
col, functions effectively to monitor the employee attendance
detection system.

Although an indoor environment can be a good testing
ground to show ability Bluetooth range detect, our research
did not include testing in an outdoor environment or with
many Bluetooth signal sources (like a crowded entry point
building) where these effects are amplified. Moreover, this

research did not provide web monitoring for employee to make
sure their detection attendance is actually sent to the cloud.
This evaluation can be part of an extension of this work.
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Abstract—The increasing demand of sustainable energy
sources as well as intermitten of power generation from re-
newable energy sources, energy storage system will become the
most important system to ensure grid stability and reliability.
Indonesia has abundant of renewable energy sources, i.e solar en-
ergy, wind energy, geothermal energy and hydro energy. Recently
renewable energy harnessing in Indonesia is encouraged to meet
energy mix target 23% in 2025 and replace fossil energy. Based
on Indonesia Outlook Energy Book, in 2023 the total capacity
of power generation in Indonesia is about 83,8 GW, almost 50%
still use coal energy meanwhile RES in energy mix around 15%.
Indonesia has commited on paris agreement which is related to
climate change problem solving in order to reduce green house
gas emission. Indonesia also has target towards net zero emission
in 2050. Therefore, renewable energy harnessing must be boosted.
The abundance of renewable energy sources made Indonesia use
renewable energy for the future energy particularly in power
generation. One of the problems in renewable energy sources
(RES) for power generation is intermittent, hence the energy
storage systems are needed to secure the electricity supply as well
as grid stability and reliability. Indonesia has potential to develop
pumped storage hydropower because of Indonesian location in
the mountain and hill. Nowdays Indonesia first pumped storage
hydropower system still builds in Upper Cisokan. Therefore, the
study of energy storage systems is needed for sustainable energy
sources in the future. This paper aims to analyze the principle
and technology of Pumped Storage Hydropower (PSH), evaluate
the potential as well as the simple simulation of harnessing PSH
system in Indonesia.

Index Terms—power generation, renewable energy, storage
system, intermittent, PSH

I. INTRODUCTION

The use of RES to replace fossil energy in power generation
will be the future trend of the power industry. Nowdays, power
generation installed capacity in Indonesia is dominated by
fossil energy as shown in Fig. 1 power generation installed
capacity in Indonesia 2013 - 2022. Power generation installed
capacity in Indonesia is about 83,8 GW, almost 50% still

uses coal energy, 25% uses gas meanwhile only 15% uses
renewable energy sources.

Fig. 1. Overview of the measurement device setup.

Practically Indonesia has abundant solar energy potential
based on Indonesia Energy Outlook Report 2023 [1]. The
potentiaal of RES in Indonesia is shown in Table 1 below.

The worldwide energy sector is undergoing substantial
changes as societies shift to more sustainable and low emission
energy systems.The change is driven by growing awareness of
increasing climate change mitigation, reducing fossil energy
and energy security [2]. The growth of renewable energy such
as solar and wind becomes the center of transition energy.
However, these energy sources are intermittent because of
dependence on nature. Therefore, providing sustainable in
electricity energy and stability grid electricity become more
challenging, hence energy storage system development is
needed particulary for large scale capacity in power generation
[3], [4]. In public transportation, it can be used battery for
energy storage system, but for power generation needed large
scale capacity energy storage system. PSH system will become
the best choice since the mature technology of PSH system
compared to other energy storage technologies.979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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TABLE I
RES POTENTIAL IN INDONESIA AND POWER GENERATION INSTALLED

CAPACITY FROM RES

RES Potential Installed % of Installed
Total (GW) Capacity (GW) Capacity

Ocean 63 - -
Geothermal 23 2.4 10.3%
Bioenergy 57 3.1 5.4%
Wind 155 0.2 0.1%
Hydro 95 6.7 7%
Solar 3.294 0.3 0.01%
Total 3.687 12.6 0.3%

This paper proposes PSH system harnessing as well as its
development in Indonesia. Meanwhile this paper reviews liter-
ature study of the technology of pumped storage hydropower,
the detail study about comparisons with other storage tech-
nologies such as battery or hydrogen will be discussed later.
The following diagram for literature study can be shown in
Fig. 2 below. From Fig.2 below, it can be explained how the
literature study method in this research.

Fig. 2. Literature Study Flow Diagram.

In the future study will be focused on economic analysis
of pumped storage hydropower especially in Indonesia and
also detailed simulation about the operation of the system is
needed.

Based on the paper which will be discussed below, there
are describe about worldwide hydropower growth in over the
world, type of energy storage system and how the integration
of pumped storage hydropower incorporate with other RES,
meanwhile the simulation for dynamic system will need to be
detailed in future study.

II. WORLDWIDE HYDROPOWER GROWTH

In 2022, global hydropower capacity reached 1.330 GW and
generate a total of 4.370 TWh of electricity energy. However,

hydropower install capacity in Indonesia is relatively small,
just only 6,7 GW. Fig. 3 Worldwide Hydropower Installed
Capacity describes that China have a biggest hydropower
install capacity in the world with 370,2 GW.

Fig. 3. Worldwide Hydropower Installed Capacity

In the end of 2020, several countries have finished hy-
dropower construction project with the biggest hydropower
installed capacity in China 12,7 GW, meanwhile Indonesia
succeeded increasing hydropower installed capacity 236 MW.

Indonesia has a small hydropower installed capacity of
6,7 GW. For comparison, the global hydropower installed
capacity reached 1.330 GW. From Table 1 above, Indonesia
has relatively small renewable energy potential from ocean,
geothermal, bioenergy, wind and hydro, however Indonesia
has vast solar energy potential of 3.294 GW [5]. In the future
Indonesia will rely mostly on solar energy for its sustainable
energy needs. Therefore, Indonesia will need substantial en-
ergy storage systems for overnight and longer periods [6], [7].

Pumped storage hydropower system (PSH), in recent years,
have represented 99% of the electricity storage capacity in the
world, which makes them the most used mechanical energy
storage systems. This paper also presents that Indonesia has
huge potential for low cost off river PSH with low environ-
mental and social impact, furthermore as a future renewable
energy power generation from solar energy Indonesia need
them to ensure the stability of electricity grid [8], [9].

III. ENERGY STORAGE SYSTEM TECHNOLOGIES

Energy storage systems can be classified into five major
categories : mechanical systems, thermal system, chemical,
electrochemical system and electrical storage technologies.
Fig. 4 describes Energy Storage System Classification [10].

From Fig. 4, the PSH system was classified into mechanical
storage systems. PSH stores excess electrical energy by har-
nessing the potential energy store in water. The growing need
for energy storage systems globally will become a trend in the
future since the power production from renewable energy is
intermitten thus it needs reliable and mature energy storage
systems. Hence, currently many countries focus on energy
storage research and how a comparison of batteries and PSH
system as energy storage systems with the integration of
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Fig. 4. Energy Storage Systems Classification

wind and solar PV energy sources, which are the major trend
technologies in the renewable energy sector [11].

In recent years, there are ten countries which have con-
structed energy storage systems on pumped storage hy-
dropower is the largest constructed as described in Fig. 5 Ten
Countries with Large Energy Storage System. China was the
country which have either the largest energy storage system
capacity in the world or pumped storage hydropower system.
Fig. 6 describes worldwide pumped storage hydropower in-
stalled capacity 2016 – 2023 [12].

Hydropower has the largest contribution among all RES.
The increasing demand of energy and the transition toward
clean energy have proposed new challenges, such as increased
energy efficiency and storage. Energy storage systems are a
critical area of research, which is required for integration of
renewable energies [13].

Fig. 5. Ten Countries with Large Energy Storage System

IV. PUMPED STORAGE HYDROPOWER

Pumped storage hydropower system (PSH) stock surplus
electrical energy by utilizing the potential energy stored in

Fig. 6. Worldwide Pumped Storage Hydropower Installed Capacity 2016 -
2023

water. Fig. 7 describes principle of pumped storage Pumped
storage hydropower system (PSH) stock surplus electrical
energy by utilizing the potential energy stored in water. Fig.
7 describes principle of pumped storage hydropower system,
energy surplus from the system stored in water, in which
excess energy is utilized to transfer water from lower artificial
lakes to higher ones. Meanwhile, when electricity demand
rises, water from higher artificial lakes is pumped through
turbines connected to generators to generate electricity, ef-
fectively operating as a hydropower plant. Energy stored in
Pumped Storage Hydropower (PSH) can be quickly released
during periods of high demand, converting it into electrical
energy [14]. PSH has the potential for balancing demand
and supply from renewable energy power generation, levelling
other generating units and ensuring security and reliability
electricity grid.

Fig. 7. Principle of Pumped Storage Hydropower

A. Characteristic of PSH Systems and Used of PSH

In recent years, numerous detailed studies have been con-
ducted on energy storage systems, most of them concludes that
PSH systems have seen wide opportunity for implementation
because PSH systems have some advantages characteristics,
including large scale capacity on storage systems and power
capabilities, long term energy storage systems potential as well
as operational efficiency [15].
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PSH systems highlight technical characteristics which make
them appropriate for the huge storage energy systems when
there is surplus from renewable energy sources (RES). Now-
days PSH systems contribute to peak electricity generation,
grid stability and ancillary services. They also aid in integrat-
ing variable renewable energy (VRE) by storing surplus energy
produced during periods of low demand [16]. PSH systems
have power capacity ranges from 10 to 4000 MW, level
of technology readiness of 11/11 based on the International
Energy Agency (IEA) guides as well as providing flexibility
in system design. The duration of discharge for PSH system
at rated power ranges between 1 to over 24 hours, with
storage durations spanning hours to days. PSH systems have
an efficiency of 70 – 85% and maintain effective energy
storage. With the minimal reaction time, PSH systems adapt
to fluctuating energy demands.

The technical characteristics of PSH systems listed below:
• Energy Storage
• Grid Stability
• Integration of VRE (Variable Renewable Energy)
• Load Balancing
• Low Environmental Impact and Long Lifespan

B. Integrated PSH systems with RES

Although renewable energy sources environmentally
friendly but there are intermittent. This feature becomes
a challenge for ensuring reliable power supply and grid
stability, crucial aspects for delivering energy storage systems
to end users [17].

Solar energy exhibits lower intermittency than wind energy
due to fluctuations wind velocity as meteorological factors.
This variability will impact directly on renewable energy
power generation and consequently also impact the stability
of the power grid [18]. Grid stability is crucial problem as
growing rapidly renewable energy power generation. Fig.8
describes Curtailment Energy from Solar PV Energy.

The curtailment energy of solar PV caused by no integration
with energy storage system, over supply and limited transmis-
sion grid on the dispatch electricity energy to other location
which have peak load at the same time. As the more renewable
energy connected on grid, the more over supply risk if there
are no compatible energy storage systems. Consequently, the
risk in curtailment on PV and wind energy actually no need
but it will happen. Fig. 9 describes an example on curtailment
PV and wind energy [19], [20].

V. PUMPED STORAGE HYDROPOWER POTENTIAL IN
INDONESIA

Indonesia has set target net zero emission (NZE) by 2050 as
Paris agreement related with climate change. If Indonesia de-
pend on fossil energy continuously to supply electricity energy,
it is difficult to reach the target NZE in 2050. Currently, the
largest renewable energy power generation uses in Indonesia
is solar PV energy.

In recent years, the Indonesian government has revised its
estimates for renewable energy potential to 3.687 GW, with

Fig. 8. Solar PV Energy Curtailment

Fig. 9. Solar PV Energy Curtailment

3.294 GW from solar PV energy and 394 GW from wind,
hydro, geothermal, ocean energy and bioenergy combined.

Power generation installed capacity in Indonesia is 75 GW,
whereas potential solar PV energy total 3.294 GW. Thus,
in the future renewable energy power generation will supply
electricity energy needs. Indonesia, as the sole large tropical
archipelago, has weather data indicating that it could poten-
tially generate 180.000 TWh per year of solar electricity from
its maritime regions over a period of 40 years. Therefore,
Indonesia will need large scale energy storage systems for
overnight and longer period to store excess energy from RES
and integration VRE into energy storage systems. Nowdays
Indonesia starts construct PSH system project in Upper Ciocan
for the pilot energy storage systems project. In recent years
underlining PSH systems and batteries is the leading technol-
ogy of energy storage system for electrical energy. Pumped
Storage Hydropower (PSH) makes up approximately 95% of
global storage capacity and 99% of global storage energy. It is
a well-established and widely deployed technology known for
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its cost-effectiveness. The working fluid used in PSH, water,
is much more abundant compared to the chemicals used in
batteries.

Battery storage encompasses applications for homes, util-
ities and electric vehicles (EVs). The future deployment of
EV batteries is expected to exceed that of home and utility
batteries. Presently, the Pumped Storage Hydropower (PSH)
system is more cost-effective than batteries for applications
requiring overnight and longer-term storage. In the future,
the cost of battery storage is expected to decrease, although
there is significant uncertainty regarding future prices. If V2G
(Vehicle to Grid) technology gains prominence, EV batteries
could play a significant role in meeting future storage needs.

This is due to the scale of battery storage potential within
an EV fleet is considerable and the cost of these batteries is
largely offset by their primary purpose, which is mobility.

Indonesia has potential off river PSH system based on
pumped hydro energy storage atlas was undertaken by The
University of National Australian. Fig. 10 describes potential
150 GWh Greenfield off river pumped storage hydropower
(PSH) sites in Indonesia.

Potential of PSH in Indonesia Based on Greenfield Data
According to the global greenfield atlas, Indonesia has identi-
fied a total of 26.000 off-river PSH sites, with a combined
energy storage capacity of 800 TWh. Currently, Indonesia
has no PSH system caused by fossil energy still dominate
in the harnessing of power generation. However, this is about
changing. Indonesia has included 4000 MW off river PSH
system in RUPTL or National Electricity Development Plan
document. Table 2 below describes planning of PSH system
in Indonesia.

Fig. 10. Potential of PSH in Indonesia Based on Greenfield Data

According to the global greenfield atlas, Indonesia has iden-
tified a total of 26.000 off-river PSH sites, with a combined
energy storage capacity of 800 TWh. Currently, Indonesia
has no PSH system caused by fossil energy still dominate
in the harnessing of power generation. However, this is about
changing.

Indonesia has included 4000 MW off river PSH system in
RUPTL or National Electricity Development Plan document.
Table 2 below describes planning of PSH system in Indonesia.

The electricity company state Indonesia (Perusahaan Listrik
Negara) / PLN plan to develop 4 x 250 MW PSH systems in
Sumatera, which are expected connect to grid PLN in 2029 –
2032.

TABLE II
PLANNING OF PSH SYSTEM IN INDONESIA

Location of PSH Capacity (MW) Operation Target
PSH Upper Cisokan, West Java 1,000 2025
PSH Avengeing, West Java 943 2028
PSH Grindle, East Java 1,000 2030

In the next chapter, it will estimate how many energies
storage system which are required in 2050 as net zero emission
(NZE) program from government. Underlining, in 2050 power
generation in Indonesia will be covered by renewable energy
from solar PV energy and wind energy. Indonesia located
in Khalistan area so Indonesia has tropes season, the sun
will radiate continuously over the year. Thus, seasonal energy
storage system is not really needed because Indonesia don’t
have summer and winter season. This paper proposes PSH
system should be used for weekly energy storage system for
balancing over night and day period. It is estimated energy
storage system requirement to sustain 100% renewable energy
power generation in the country which have low latitudes as
Indonesia also located, is shown in Table III estimation energy
storage system in some country and Annual Demand (TWh).

TABLE III
ESTIMATION ENERGY STORAGE SYSTEM IN SOME COUNTRY

Author Blakers et) Lu et Lu et Cheng et
al., (2017) al., (2021) al., (2021) al., (2021)

Studied
country Australia Australia Southeast Asia Japan
Scope of
Study Electricity Energy Electricity Electricity
Annual
Demand
(TWh) 205 393 7524 896

Country Energy Storage Estimated required
(GWh)-min/max storage (day)

Australia 407 - 574 0.7 - 1.0
Australia 321 - 2049 0.9 - 1.3
Southeast Asia 15,506 - 44,707 0.8 - 2.2
Japan 2069 - 13,750 0.8 - 5.6

By following the rule of thumb of this one-day storage
system, Indonesia, which is carbon-free, prosperous and has
a developed industry, by 2050 will consume 9,000 TWh of
renewable electricity per year. This amount was obtained with
the assumption that currently electrical energy consumption
in Indonesia is 300 TWh per year. If it is assumed that the
annual increase in electrical energy consumption is 300 TWh,
then in 2050 or 30 years from now, the estimated electrical
energy consumption will increase 30 times greater. from this
year or around 9000 TWh. This assumption is based on the
upper limit calculation and assumes population growth of 335
million. Assuming this data, energy storage of 25 TWh (75
kWh per person) and a power storage capacity of 1000 GW
are needed.
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A. PSH System Operation Mode
1) Open Loop Pumped Storage Hydropower: According

to the Department of Energy in USA, Open Loop PSH is
defined as a system that is continuously connected to natural
water flow. Open loop PHS systems involve the movement of
significant volumes of water between upper and lower reser-
voirs. This primary advantage lies in leveraging existing water
resources and infrastructure, minimizing the requirement for
extensive land use and construction. However, these systems
can pose environmental challenges, affecting water quality,
aquatic habitats and local ecosystems. Moreover, their oper-
ation depends on water availability and may be impacted by
seasonal fluctuations and droughts. When the lower artificial
lakes are an existing dam, the power plant can be situated
downstream, eliminating the need for excavation.

Fig. 11. Open Loop Pumped Storage Hydropower

2) Closed Loop Pumped Storage Hydropower: According
to the USA’s Department of Energy definition, a closed-loop
PSH “is not constantly linked to a naturally flowing water fea-
ture. Thus, typically, a closed-loop PHS system includes upper
and lower reservoirs located away from major water sources,
with limited water input. However, the term continuous is
crucial in this definition since some PSH projects are classified
as closed systems despite initially using water from natural
flowing surface water features to fill their reservoirs and peri-
odically replace losses from evaporation and seepage. Closed-
loop systems cause less environmental disruption than open-
loop systems by reducing water consumption and avoiding
disruption to natural water bodies. Additionally, these systems

can also be situated in regions where open loop systems
may not be viable due to limited water resources. However,
closed-loop systems necessitate significant upfront investment
in reservoir construction and water supply, potentially reducing
their cost- effectiveness compared to open-loop systems. This
system can be utilized in small artificial lakes filled by rainfall
or water transported from various locations.

Fig. 12. Closed Loop Pumped Storage Hydropower

VI. CONCLUSIONS

The temporary conclusion that can be obtained from this
literature review is that in short, PSH (Pumped Storage Hy-
dropower) systems provide a range of distinct benefits that
gain importance a renewable energy sources are adopted more
widely. Through offering essential services such as frequency
regulation, voltage support, load shifting and enhancing system
resilience, PSH systems bolster the stability and dependability
of today’s electrical grid. Its fast response time, flexibility
and ability to seamlessly integrate with renewable energy
sources make it a critical part in the energy system of the
future. Meanwhile, the future study is needed for more detail
simulation with actual data in Indonesia, how the harnessing
and efficiency of this system must be clarified with the actual
condition in Indonesia.
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Abstract—Blinking is a physiological function that involves
the rapid, involuntary closure of the eyelids. This action serves
a critical role in maintaining ocular health by facilitating the
removal of debris and moisturizing the eyes. Additionally, the
frequency and pattern of blinking can be indicative of an
individual’s level of fatigue, making blink detection a valuable
tool in fatigue assessment. In this study, we propose an eye
blink classification system utilizing Convolutional Neural Net-
works (CNNs), specifically leveraging the Cascading MobileNet
architecture, including MobileNet and MobileNetV2 models, for
training and testing. These models are employed to detect eye
states with a focus on accurately identifying blink occurrences.
The experimental results demonstrate that the proposed model
effectively classifies eye conditions and successfully detects blinks,
which can serve as an indicator of fatigue with 96% accuracy,
15% better than that the existing result.

Keywords—Eye blink, MobileNet, MobileNetV2, classification,
accuracy

I. INTRODUCTION

Traffic accidents rank among the leading global causes
of mortality. According to a report published by the World
Health Organization (WHO) on February 7, 2020 [1], it is
estimated that 1.35 million individuals lose their lives annually
as a result of injuries sustained in traffic collisions. Such
incidents are also a primary cause of death among individuals
aged 5 to 29 years. Furthermore, traffic accidents contribute
to approximately 3% of the Gross Domestic Product (GDP)
in many nations. A variety of factors contribute to the oc-
currence of traffic accidents, including speeding, failure to
use recommended safety gear, poor road conditions, vehicle
malfunctions, absence of immediate medical attention for
accident victims, driving under the influence of alcohol, and
driver fatigue or drowsiness. While most of these factors can
be mitigated through responsible driving practices, the risk of
drowsiness remains significant for all drivers. This condition
poses a serious danger not only to the driver but also to others
on the road.

Drowsiness during driving can be attributed to multiple
factors, including fatigue, monotony during long drives, and

loss of focus on the vehicle. Based on the degree of fatigue,
driver drowsiness can be detected through three principal
methods: (1) Physiological signals, which are assessed by
monitoring oxygen levels in brain and muscle cells [2] [3]; (2)
Vehicle behavior, which is determined by variations in steering
movements, lane position, speed, acceleration, and braking
patterns; and (3) Facial expressions, which involve monitoring
the driver’s facial behaviors, such as yawning and blinking
frequency. Among these methods, facial expression analysis
is the most accessible and straightforward for data collection
and analysis, as it only requires monitoring the driver’s face.

Blinking is an involuntary physiological process that in-
volves the rapid closing of the eyelids, primarily to cleanse
the eyes by removing debris and maintaining moisture. The
frequency of blinking typically increases in response to com-
plex visual stimuli or during mentally demanding tasks.

Previous studies have explored methods for detecting
drowsiness in drivers. For instance, W. Deng developed a
method called DriCare, which detects fatigue based on yawn-
ing, blinking, and the degree of eye closure [4]. A. Islam
also conducted research on drowsiness detection by calculating
blink frequency using facial landmark detection (FLD) and
the eye aspect ratio (EAR) [5]. Additionally, P. Vishesh et
al. [6] investigated eye classification using the MobileNetV2
architecture and the Closed Eyes in the Wild (CEW) dataset.
However, despite numerous studies on this subject, none have
utilized cascading techniques.

In the present study, we propose the use of a cascading
technique aimed at improving classification accuracy. The
Cascading MobileNet design integrates two neural networks,
MobileNetV2 and MobileNet, which concurrently process the
same image input to increase the depth of the deep learning
model, while maintaining a smaller network size compared
to other neural networks. The deep learning model developed
in this study is intended for real-time drowsiness detection in
drivers. The primary focus of this research is to enhance the
accuracy and precision of previous models by improving the

979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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deep learning architecture.

II. LITERATURE STUDY

Numerous studies have been conducted worldwide with
similar goals but employing different methodologies to detect
driver drowsiness. One such method uses pulse rate and
yawning frequency to identify fatigue, achieving accuracies of
90.3%, 94.4%, and 93.7%, respectively [7]. Another notable
approach is DriCare, which detects fatigue by monitoring
yawning, blinking, and the degree of eye closure, yielding
an accuracy of 92% [4]. Eye blink detection, specifically,
has become a key parameter in drowsiness detection. By
utilizing facial landmark detection (FLD) and the eye aspect
ratio (EAR), systems can effectively detect blinking patterns,
with eye closure duration serving as the primary indicator of
drowsiness. This method has reported an accuracy of 92.7%
[5]. Additionally, techniques that combine multiple features
have been developed, such as integrating driver characteristics
with the YOLOv3 CNN model to detect facial regions in
challenging driving conditions. Using the dlib toolkit, EFu
(Evolving Fuzzy Neural Network) and MFU (Mask Field
Utilization) evaluate the driver’s eye and mouth conditions,
achieving a detection accuracy of 95.1% [8].

While many facial features such as yawning, head move-
ments, and blinking can be extracted and used to detect drowsi-
ness, creating a system that accurately and consistently detects
all these features remains a challenge. A comprehensive review
of existing techniques found that support vector machines
(SVM) are the most commonly used; however, convolutional
neural networks (CNNs) have outperformed other methods
in terms of accuracy [9]. Research by Pothuraju Vishesh
et al. utilized CNN with the MobileNetV2 architecture, in
combination with the Closed Eyes in the Wild (CEW) dataset,
achieving an accuracy of 81% [6]. Despite the advancements
in drowsiness detection systems, a significant challenge is
the diversity of datasets used by different researchers, which
makes direct comparisons difficult. Moreover, the datasets
often originate from controlled environments and may not per-
form well in real-world scenarios. In this proposed research,
the Closed Eyes in the Wild dataset, selected by Xiaoyang Tan
from Nanjing University of Aeronautics and Astronautics [10]
and previously used by Pothuraju Vishesh et al. [6], will be
employed. The objective of this study is to enhance prediction
accuracy through the development of a more robust detection
model.

III. CASCADING ARCHITECTURE

The eye blink detection model is developed using two CNN,
MobileNet and MobileNetV2, which are integrated via the
concatenate function. This allows the two networks to operate
in tandem, ensuring cohesive performance in accordance with
the specified objectives. The architectural layout of the model
is depicted in Figure 1.

As illustrated in Figure 1, the input dimensions are (224,
224, 3), where 224 represents the height and width of the
image, and 3 refers to the number of channels, corresponding

Fig. 1. Cascading architecture model using MobileNet and MobileNetV2.

Fig. 2. Preprocessing image.

to the Red, Green dan Blue (RGB) color space used in the
dataset. Prior to entering the pretrained model, the image input
undergoes a preprocessing stage, as shown in Figure 2.

Figure 2 demonstrates that the RGB input image is con-
verted into grayscale to facilitate processing by the neural
network. Additionally, the image is resized from its original
dimensions of 100×100 pixels to 224×224 pixels to meet the
input size requirements of MobileNet and MobileNetV2, both
of which necessitate an image input dimension of 224× 224
pixels. Once preprocessing is complete, the image is fed
into the pretrained model, which is implemented using the
Keras library. Both the MobileNet and MobileNetV2 networks
accept the same input size of (224, 224, 3). After processing,
MobileNet generates an output of size (7, 7, 1024), and
MobileNetV2 produces an output of size (7, 7, 1280). These
outputs are then combined using the concatenate function from
the Keras library. The concatenate function is employed to
merge two or more neural networks, thereby increasing the
number of features that the model can recognize by leveraging
outputs from different networks. As shown in Figure 1, the
output from the concatenation process is (7, 7, 2304), which
represents the sum of the channels from MobileNet and
MobileNetV2.

The output from the concatenate function is then passed
through a flatten layer, which transforms the matrix input from
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A × B into a B × 1 vector, enabling it to be processed by
the dense layer. The dense layer, which serves as the final
classification layer, outputs 128 units. The overall architecture
of the Cascading MobileNet consists of 27 layers.

IV. DATASET AND EXPERIMENTAL SETUP

The dataset used in this reserach is the Closed Eyes in The
Wild (CEW) Dataset, created by Xiaoyang Tan from Nanjing
University of Aeronautics and Astronautics [10]. The dataset
consists of two folders containing a total of 2,425 images,
with 1,232 images of faces with open eyes and 1,193 images
of faces with closed eyes. The images in this dataset have
dimensions of 100x100 pixels and are in RGB color format.

We conducted five testing scenarios, which involved varying
the proportions of data used for training and validation. These
five scenarios were used to observe the variation in results
caused by different splits of the dataset for training and
validation, ensuring the study remained unbiased. In the first
scenario, 90% of the dataset images were allocated for training
and 10% for validation. In the second scenario, 80% of the
images were used for training and 20% for validation. In the
third scenario, the split was 70% for training and 30% for
validation, while the fourth scenario allocated 60% for training
and 40% for validation. Finally, the fifth scenario split the
data evenly, with 50% of the images for training and 50%
for validation. After training the model for each scenario, data
was collected based on evaluation metrics, including accuracy,
precision, recall, and F1-score.

V. RESULT AND ANALYSIS

The results of this thesis testing are accuracy, precision,
recall, and F1-Score. These testing results were obtained after
the model completed training and validation according to the
predefined scenarios. The following are the test results for the
classification of two classes: open eyes and closed eyes.

A. Accuracy

Accuracy The accuracy evaluation in this study is divided
into two categories: training accuracy and validation accuracy.
Training accuracy refers to how well the model classifies data
within the training set, while validation accuracy indicates
the model’s performance in predicting unseen data from the
validation set. Validation accuracy is crucial in preventing
overfitting, as it assesses the model’s ability to generalize from
the training data to new inputs. In this study, accuracy refers
to the percentage of correctly classified eye states (open or
closed) out of the total dataset. Higher accuracy indicates that
the model is able to learn and classify fine-grained pixel-
level details accurately. The comparison of accuracy results
is summarized in Table 1. From Table 1, it is evident that
the overall accuracy of the Cascading Architecture model ex-
ceeds 91% across all scenarios. The highest training accuracy,
97.79%, was achieved in the fifth validation scenario, while the
lowest accuracy was observed in the first scenario. Validation
accuracy ranged between 91.23% and 96.18%. The average
difference between training and validation accuracy, at 2.9%,

TABLE I
RESULT OF ACCURACY

Scenario Training Validation
1st 96.18% 97.12%
2nd 97.27% 94.23%
3th 97.23% 94.5%
4th 97.54% 94.43%
5th 97.79% 91.23%

Mean 97.2% 94.3%

TABLE II
RESULT OF PRECISION

Scenario Closed Eye Open Eye Average
1st 97% 97% 97%
2nd 97% 92% 94.5%
3th 96% 93% 94.5%
4th 95% 94% 94.5%
5th 97% 87% 92%

suggests that overfitting is not present. In the fifth scenario, the
validation accuracy exceeded the training accuracy. This result
is likely due to the smaller size of the validation dataset, which
made it easier for the model to achieve higher accuracy during
validation compared to the more complex training phase.
Ideally, this discrepancy should be minimized, as the model is
more familiar with the training data, while the validation data
serves to test its generalization to new, unseen inputs.

B. Precision

Precision measures the proportion of human faces that were
correctly predicted in relation to their true eye state, whether
open or closed. This metric is essential to assess whether the
high accuracy observed in the study is unbiased. The precision
values for the Cascading Architecture model are provided in
Table 2. As shown in Table 2, nearly all precision values
exceed 90%, with the exception of the fifth scenario for open
eyes, which yielded a precision of 87%. The highest precision,
97%, was achieved in the first scenario for both open and
closed eyes, as well as in the second and fifth scenarios for
closed eyes. These results demonstrate the model’s capacity
to accurately detect the eye region in facial images, with
precision consistently above 90%.

C. Recall

Recall reflects the proportion of correctly predicted eye
states relative to the total number of true positive instances

TABLE III
RESULT OF RECALL

Scenario Closed Eye Open Eye Average
1st 97% 98% 97.5%
2nd 91% 97% 94%
3th 92% 96% 94%
4th 94% 95% 94.5%
5th 85% 98% 91.5%
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TABLE IV
RESULT OF F1-SCORE

Scenario Closed Eye Open Eye Average
1st 97% 97% 97%
2nd 94% 94% 94%
3th 94% 95% 94.5%
4th 94% 95% 94.5%
5th 91% 92% 91.5%

TABLE V
COMPARISON WITH PREVIOUS RESEARCH

Model Number of Epoch Accuracy
MobileNetV2 [6] 5 81%
Proposed Model 5 96%

in the dataset. For instance, to calculate recall for closed eyes,
one would determine how many instances of closed eyes were
correctly identified compared to the total number of actual
closed-eye instances in the dataset. Table 3 illustrates that
the recall values for the model are consistently above 90%,
with the exception of the fifth scenario for closed eyes, which
yielded a recall of 85%. The highest recall, 98%, was achieved
in the first and fifth scenarios for open eyes. With an average
recall above 90%, the proposed model demonstrates a strong
ability to distinguish between different eye states.

D. F1-Score

The F1-Score represents the harmonic mean of precision
and recall, providing a comprehensive evaluation of the
model’s performance in both detecting the eye region and
classifying its state. As shown in Table 4, all F1-Score values
exceed 90%, with the highest score of 97% in the second
scenario, and the lowest score of 91% in the fifth scenario for
closed eyes. These findings suggest that the proposed model
effectively identifies the eye region and accurately classifies
its condition as either open or closed.

E. Comparison with Previous Research

The performance of our proposed model is also compared
with previous research using the same dataset [6]. The compar-
ison results can be seen in Table 5. In the previous study, only
the accuracy metric was used with the first scenario and five
epochs. Under these settings, the proposed model achieved a
higher accuracy of 96%, which is 15% better than the previous
study. The cascading architecture model performed better as
it is capable of recognizing a greater number of features.

VI. CONCLUSION

The indicator of fatigue while driving can be detected by
the frequency of eye blinks. To detect the number of blinks, a
system is required to detect the condition of the eyes, whether
open or closed. The eye condition detection system must be
able to accurately classify the state of the eyes. In this study,
a classification method for eye condition detection using deep
learning based on a cascading architecture with MobileNet is

proposed. The proposed cascading architecture has been tested
with four metrics: accuracy, precision, recall, and F1-score.
Additionally, the proposed model has an accuracy performance
of 96%, which is 15% better than the previous study.
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Abstract—Currently, the unemployment rate in Indonesia is
increasing. Then, the open unemployment rate reached 7.07%
in February 2021. The use of technology contributes to high
unemployment among graduates who lack soft skills. There is
a wide gap between job vacancies and the skills of new grad-
uates, so a more complex job matching process is needed. This
study proposes the Collabolio system. Collabolio uses Universal
Sentence Encoder (USE) and Tensorflow Recommenders (TFRS)
to match users’ job skills and interests, enabling collaboration
between individuals and project ideas. The Universal Sentence
Encoder generates similarity scores between items in the dataset,
while Tensorflow Recommenders is used to build a recommen-
dation system model that addresses cold-start and unsupervised
learning issues. Using USE and TFRS in Collabolio results in
a good prediction with an overall loss of 5.50. In the future, it
is hoped that the use of USE and Tensorflow can be further
optimized for various purposes.

Index Terms—USE, TFRS, Recommendation System

I. INTRODUCTION

Unemployment in Indonesia has increased since the
COVID-19 pandemic hit in early 2020. According to data
from the Central Statistics Agency (BPS) in February 2021,
the open unemployment rate in Indonesia was 7.07%, up from
5.50% in August 2020 [1]. The increase in unemployment is
primarily due to the decline in economic activity caused by the
pandemic. Many companies experienced difficulties and had to
implement layoffs or reduce working hours. People’s lifestyles
have started to shift towards being predominantly online,
which is happening due to technological developments [2].
The increased use of technology in daily life has brought both
positive and negative impacts, including rising unemployment
rates, especially among university graduates who lack soft
skills such as teamwork and collaboration. Therefore, the use

of matching algorithms is absolutely necessary to obtain better
job choices. Several interesting studies were proposed.

In the study [3], the Universal Sentence Encoder (USE)
method is proposed to produce multi-label classification of
news. In the first stage, the title of the news will be grouped
into several classifications. Then, several methods are proposed
starting from multi-nominal NB, logistic regression and SVC
to obtain the most precise classification results.

The next research was proposed by D. Sheth [4], in this
research the USE algorithm was used to search and clas-
sify employee performance. This classification is useful for
improving employee performance. In addition, the use of
semantic-search is also very useful in terms of search accuracy.
In addition, in the study [5], the use of USE was combined
with the label powerset (LP) technique on several models. The
results of the study showed that the proposed algorithm had
an accuracy value of 89

The use of the USE algorithm for document ranking was
proposed by [6]. Specifically, a combination of USE and
SentenceBERT was used. Performance testing was carried out
with MAPm F-measure and NDCG values. The test results
showed that the proposal had an accuracy above 90

In addition to the use of the USE algorithm, the use of
Tensorflow is also quite often done. In research [7], the
use of the tensorflow algorithm was proposed to search for
book recommendations. The results showed that the use of
tensorflow was able to provide accurate responses quickly.
In the study [8], the use of hybrid tensorflow is proposed
to search for portable document formatted. The proposed
system gives users the freedom to search for data in PDF
files. Some of the data that can be searched is in the form
of meta data and then matched with its recommendations.
The results show that the use of tensorflow is quite good979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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and produces precise performance. In general, the USE and
Tensorflow algorithms have various advantages and can be
applied to various conditions [9-14].

This study proposes the Collabolio system. Collabolio uses
Universal Sentence Encoder (USE) and Tensorflow Recom-
menders (TFRS) to match users’ job skills and interests,
enabling collaboration between individuals and project ideas.
The Universal Sentence Encoder generates similarity scores
between items in the dataset, while Tensorflow Recommenders
is used to build a recommendation system model that addresses
cold-start and unsupervised learning issues.

II. USE ENCODER AND TENSORFLOW MATCHIN

The proposed USE algorithm stages include data input,
preprocessing, use of the USE model, search for top similar
results. Then continued with ID input. If the ID input is
successful, it will be directed to the search for similar users.

A. Word Embedding

Word embedding is a vector representation used to represent
words in natural language processing or NLP. Essentially, word
embedding is used to convert words into numerical forms
that can be understood by machine learning models. In word
embedding, each word is represented by a multidimensional
numerical vector. This occurs because each dimension in the
vector represents a certain feature or aspect.

B. USE and TFRS

In this study, the methodology used involves the develop-
ment of a machine learning model using Universal Sentence
Encoder (USE) and TensorFlow Recommendation (TFRS)
to improve accuracy in the recommendation system. The
following is a research flow diagram using the USE method,
which can be seen in Figure 1.

The following is a research flow chart using the TFRS
method can be seen in Figure 2. In detail, it includes input
data preprocessing, use of the TRFS model, split data, 80%
train and 20% test data, then application measurement and use
of the recommendation model [15-22].

III. MACHINE LEARNING MODEL BASED ON UNIVERSAL
SENTENCE ENCODER AND TENSORFLOW FOR MATCHING

ALGORITHM ON COLLABOLIO COLLABORATIVE
PLATFROM

A. Universal Sentence Encoder (USE) Result

In the process of creating a top user dictionary that will
contain every top user who has a high similarity to the current
user. The dictionary will have two keys “user id” and “score”
which represent user ID and user similarity score. The use of
for and zip() loops to combine the list of user id and the list
of similarity scores into one object facilitates the process of
iterating simultaneously. The user data dictionary creation will
be added to the most similar users data list using the append()
method. This will bring up the top users who are most similar
to the current user. The final result obtained is a dictionary

Fig. 1. USE research flow diagram.

list containing user id and similarity score which can be seen
as follows.

Similar score results are in a certain range of values such
as 0 and 1. Similar score values close to 1 indicate a high
level of similarity and vice versa if the value is close to 0
indicates a low level of similarity. Similar score can indicate
the quality of representation generated by the embed model. If
the similar score between users has a high value, it indicates
that the embed model is successful in capturing similarities or
interrelationships between users. However, if the similar score
is low, it indicates that the embed model needs to be improved.

B. Tensorflow Recommendation Result

This process uses the Factorized Top K matrix to evaluate
the model and recommendation performance based on item
ranking. The JobLensModel class combines the user model,
job model, and tasks from tfrs.tasks.Retrieval to retrieve rele-
vant items. The compute loss method calculates the loss value
of the model. The model is trained with a random seed and
uses Adagrad with a learning rate of 0.1 for convergence
efficiency. The training data is randomized and divided into
batches of 8192, with caching to speed up the process.
Training is performed for 10 epochs, during which the model

164 



Fig. 2. TFRS research flowchart

Fig. 3. USE result.

is updated based on the loss value. Test data is used to monitor
the model and prevent overfitting, with evaluation resulting in
matrices such as loss and top-k. The recommendation results
can be seen in Figure 4.

This research shows the results of the accuracy and loss
matrix measured during model evaluation. Loss function result
is 5.559291839599609. Total loss is a matrix that measures
the extent to which the model prediction is from the actual
value. The lower the total loss value, the better the model in
producing accurate predictions, and vice versa. In this study,
the total loss value obtained was 5.50. So it can be said that
the model made shows a fairly good prediction level reviewing
the small loss results, as shown in Table 1.

Fig. 4. TFRS result

TABLE I
RESEARCH COMPARISON RESULT

Characteristics Universal Sentence Encoder (USE) TensorFlow Recommendation (TFRS)

Dataset Jobs Interest and Skills Jobs Interest and Skills

Evaluation Metric Similar Score Loss Function

Platform Dataset Firebase Google Colab file (.csv)

Recommendation User ID Jobs

Based on the results of the research that has been carried
out previously, the following conclusions have been obtained
as follows. Recommendation results using USE in the form
of user IDs that have the same background as other users.
Meanwhile, the Tensorflow Recommendation (TFRS) method
can produce job recommendations that are suitable for users
according to their expertise.

The Universal Sentence Encoder (USE) method generates a
similar score or similarity score between items contained in the
dataset. A similar score value close to 1 indicates a high level
of similarity and vice versa if the value approaches 0 indicates
a low level of similarity. The Tensorflow Recommendation
(TFRS) method uses a loss function to see a matrix that
measures how good the machine learning model is. The
resulting total loss is 5.50. The USE method and TFRS method
improve accuracy in this study through effective representation
of the USE model, use of similar score, adjustment of the
learning rate in the TFRS model, and use of appropriate
datasets stored using efficient platforms such as Firebase and
Google Colab.

IV. CONCLUSION

The Universal Sentence Encoder (USE) encodes sentences
into embedding vectors using natural language processing
(NLP). With USE, recommendations are based on user IDs
with similar backgrounds. Meanwhile, TensorFlow Recom-
mendation (TFRS) generates job recommendations aligned
with users’ skills. Both methods in this study use a dataset
with two parameters: job interest and skills. USE computes
a similarity score between items, where values closer to
1 indicate high similarity, and those near 0 indicate low
similarity. TFRS, using a loss function to evaluate model
performance, resulted in a total loss of 5.504, indicating good
prediction accuracy due to the small loss value. Both USE and
TFRS rely on TensorFlow’s efficient framework to enhance
model performance, achieving better accuracy through USE’s
effective representation and similarity scoring.
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Abstract—The integration of photovoltaic (PV) systems into
distribution networks poses challenges related to voltage rise,
a critical concern for network stability and equipment perfor-
mance. This research investigates the techniques for mitigating
the voltage rise on distribution networks with high PV pene-
tration. However, the intermittent nature of PV systems and
their increasing penetration into distribution networks necessitate
innovative control strategies to address voltage rise. Three pri-
mary mitigation methods are explored: Energy Storage Systems
(ESSs), active power curtailment, and reactive power control.
ESSs store surplus energy during periods of high PV generation
and release it during peak load demand, contributing to voltage
stability. Active power curtailment reduces PV generation during
high sun irradiance and low power demand periods. Reactive
power control manages voltage by adjusting the injection of
reactive power into the network. Various research studies and
proposed techniques are reviewed to evaluate their effective-
ness in mitigating voltage rise. The advantages and limitations
of each approach are compared, considering factors such as
network losses, equipment stress, and system reliability. The
review emphasizes the significance of reactive power control
techniques in mitigating voltage rise during high PV penetration
in distribution networks. The paper highlights the need for
advanced control strategies to manage voltage rise effectively
and maintain network stability in the presence of PV systems. It
presents a comparison of techniques, enabling decision-makers
and researchers to select appropriate methods based on their
specific network requirements and operational goals. The findings
underscore the importance of reactive power control techniques
in addressing voltage rise challenges.

Index Terms—Photovoltaic (PV), Reactive power control, En-
ergy storage system, Voltage rise

I. INTRODUCTION

Energy serves as a crucial element for industries, agricul-
ture, and people’s everyday lives. With the world population

increasing and daily electricity consumption growing, the
demand for energy is surging. Traditional power plants, depen-
dent on fossil fuels for generating electricity, pose significant
environmental threats by emitting CO2 and NOX through
fossil fuel combustion. Additionally, the Unequal distribution
of fossil fuel reserves forces some nations to depend on
imports, negatively impacting their economies [1].

In response to these challenges, the adoption of photovoltaic
cells (PVs) has seen remarkable growth over the past decade
[2]. The International Energy Agency (IEA) forecasts solar
energy to become a predominant energy source by 2050, con-
tributing around 11% to global power generation [3] [4]. The
IEA also predicts that PV systems, as distributed generators
(DGs), will attain global penetration levels exceeding 50%
This shift is exemplified by China’s transition from coal-
dependent electricity generation to renewable sources, such
as solar energy, elevating its PV-based electricity production
from under 20 TWh in 2012 to over 160 TWh in 2018. The
United States and Australia have also significantly enhanced
their electricity generation reliability through PV systems,
witnessing increases from 2.08 TWh and 0.29 TWh to 97.12
TWh and 12 TWh respectively by 2018, as shown in Figure
1.

The rising integration of photovoltaic (PV) systems into
low voltage distribution networks brings various technical
challenges concerning frequency, power, current, and voltage
[6] [7]. Among these, voltage rise is a critical issue during
PV system integration into distribution networks. Voltage rise,
an increase in voltage levels due to high PV penetration,
occurs when the power generated by PV systems surpasses the
power consumed by local loads, leading to excessive voltage.
This can impact the performance and longevity of electri-979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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Fig. 1. Power generation through PV (2000–2018) [5].

cal equipment like transformers, switchgear, and appliances,
potentially causing damage due to heightened stress levels.
Addressing these challenges requires extensive research and
the development of advanced control systems, especially to
mitigate voltage rise. Research efforts have focused on various
strategies to tackle this issue, including energy storage systems
(ESSs), active power curtailment, and reactive power control
[8].

Energy Storage Systems (ESS) primarily store excess en-
ergy, which is later distributed into the network during peak
power demands. Active power curtailment techniques, such
as smart inverters, manage PV output power, easing the
integration effects into distribution networks. Reactive power
control inverters are used to adjust reactive power levels.
Additionally, devices like static synchronous compensators,
on-load tap chargers (OLCTs), and step voltage regulators are
implemented to regulate voltage and mitigate the impacts of
PVs on distribution networks.

This study offers an overview of ESS and reactive power
control techniques, examining their benefits and limitations.
It also reviews previous research to understand the evolution
of these methods in addressing voltage rise on distribution
networks. A comparative analysis of different voltage rise mit-
igation techniques highlights their strengths and weaknesses,
showing that reactive power control is particularly effective in
managing voltage rise during high PV penetration.

II. VOLTAGE RISE MITIGATION TECHNIQUES

A. Energy Storage System (ESS) technique to mitigate voltage
rise.

Voltage rise is directly proportional to solar PV production,
especially during mid-day when solar irradiance is at its peak
and the load demand is lower. To prevent such events, the
high production rate should be reduced, or the surplus energy
consumed. Energy Storage Systems (ESSs) are commonly
used to address this issue by storing surplus energy during
periods of high irradiance and feeding it back to the network
during periods of high load demand. Various types of ESSs are

available, including pumped hydro storage, supercapacitors,
flywheels, and compressed energy storage. Among them, bat-
tery ESSs are the preferred choice for integrated PV systems
[9]. Different types of batteries, such as high-temperature,
lithium-ion, lead-acid, conventional, flow batteries, and nickel-
cadmium, are utilized. The discharging and charging processes
can be calculated using Equations (1) and (2) [10].

E(t+∆t) = E(t) + ∆t · Pc · ηc (1)

E(t+∆t) = E(t)−∆t · Pd · ηd (2)

In this context, d and c stand for the efficiencies during dis-
charge and charging, correspondingly. E represents the stored
energy, while t indicates the duration the battery requires to
store energy E. Additionally, Pd and Pc denote the powers
involved in discharging and charging, respectively.

A study by Zillmann et al. focused on voltage regulation in
distribution networks, exploring the impact of various Energy
Storage System (ESS) strategies. They identified potential
limitations in ESS strategies, notably increased capital and
operational costs [11]. Tewari et al. proposed a coordinated
control strategy for On-Load Tap Changers (OLTC) and Bat-
tery Energy Storage Systems (BESS) to enhance voltage regu-
lation in distribution networks with high solar PV penetration.
This strategy optimizes the use of OLTC and BESS to reduce
voltage deviations and enhance system performance, though
it requires a communication network, adding complexity and
potential vulnerabilities [12].

X. Liu et al. discussed the utility of ESSs with step voltage
regulation and OLTCs, aiming to reduce operational stress
on OLTCs but introducing complexities in system design
and maintenance [13]. Sugihara et al. proposed using ESSs
on the customer side to alleviate voltage rise on networks
with high PV penetration, facing challenges such as limited
space and end-user resistance [14]. Y. Yang et al. presented
an approach for battery sizing in distribution networks that
considers battery lifespan, balancing cost, and operational
effectiveness. However, this approach is influenced by uncer-
tainties in battery degradation and technology standards [15].

C. Xie et al. introduced a sophisticated sizing approach
for ESS within smart microgrids experiencing significant PV
integration. Their method integrates a virtual energy storage
system alongside a risk component. Although comprehensive,
this strategy presents challenges in both modeling and com-
putational complexity [16]. Babacan et al. used a Genetic Al-
gorithm for multi-objective optimization of battery allocation
in distribution systems, enhancing battery allocation but with
computational complexity issues [17]. Marra et al. proposed
various energy storage concepts for voltage regulation in net-
works with high PV penetration, facing deployment challenges
due to regulatory and policy hurdles [18]. Xie et al. proposed
a Model Predictive Control algorithm to regulate voltage
in distribution networks with high PV penetration, facing
challenges with computational burden in real-time scenarios
[19].
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Marra et al. explored the use of electric vehicles to re-
duce voltage rise on networks with high PV penetration,
facing infrastructure development and standardization chal-
lenges [20].Zeraati et al. developed a consensus algorithm
for coordinating energy storage-based electric vehicles and
active power curtailment, but it may face challenges in diverse
stakeholder scenarios [21].

B. Reactive Power Control

Reactive power control techniques are essential for miti-
gating voltage rise on distribution networks with high photo-
voltaic (PV) penetration. These techniques leverage inverters
for their capacity to absorb or inject reactive power. There are
two primary methods for reactive power control to mitigate
voltage rise:

1) Active power-dependent reactive power control, which
includes:

a) Fixed Power Factor (FPF) control.
b) Variable Power Factor (PF(P)) control.

2) Voltage-dependent reactive power control (Q(V)).
The Fixed Power Factor (FPF) control technique is a com-

mon method for regulating reactive power. In this technique,
reactive power injection is directly proportional to active
power generation to maintain a constant power factor. Equation
(3) calculates the reference value for reactive power in this
approach. Figure 2 illustrates the FPF technique, showing that
during periods of low solar irradiance, the reactive power
injection is minimal in comparison to active power generation.
Conversely, at peak PV generation, the generator produces the
maximum possible reactive power (Qlim). However, during
periods of low active power injection, the risk of voltage rise is
significantly reduced. This means that the injection of reactive
power control could lead to unnecessary losses, a limitation
that should be considered when employing this technique.

Qref =

√
1− PF2

ref

PFref
· P (3)

To overcome this limitation, a technique known as variable
power factor (PF(P)) reactive power control has been devel-
oped. This method adjusts the power factor in response to the
active power output of the PV system. The PF reference in this
approach is determined using Equation (4). Figure 3 illustrates
the variable PF reactive power technique graphically, showing
that when the PV system’s active power injection is low, the PF
reference is 1, signifying no reactive power injection. As the
PV system’s active power injection increases, the PF reference
gradually decreases, eventually reaching a predefined limit
(PFlim) at the maximum PV active power output.

However, both the FPF and variable PF techniques, which
base reactive power injection on PV active power output,
overlook variations in load demand. Therefore, during periods
of high PV generation coinciding with high load demand, the
risk of voltage rise is negligible. Despite this, these techniques
result in maximum reactive power injection, thereby increasing
energy losses. While effective in providing voltage regulation,

these methods can lead to higher network losses, a significant
drawback highlighted by [8].

PF =


1, P < P1

PFlim−1
P1−P2

(P − P1), P1 ≤ P ≤ P2

PFlim, P2 < P

(4)

The Q(V) technique is a reactive power control method
that is directly proportional to the voltage on the point of
the common coupling. The reactive power reference in this
technique is determined using equation (5). However, it’s
important to note that the effectiveness of this technique is also
influenced by the PV system’s location within the network.
The Q(V) technique demonstrates a high level of accuracy and
effectiveness in locations where voltage sensitivity to active
and reactive power is significant, and vice versa [22]. Figure
4 provides an illustration of the Q(V) approach illustrating
the correlation between reactive power and the voltage of the
distribution network using a segmented linear curve.

Qref =



Qlim, V < Vmin
Qlim

(Vmin−Vdp min)
(V − Vmin), Vmin ≤ V < Vdp min

0, Vdp min ≤ V < Vdp max
Qlim

(Vdp max−Vmax)
(V − Vdp max), Vdp max ≤ V < Vmax

−Qlim, Vmax ≤ V
(5)

Fig. 2. Curve of FPF control

Yan et al. modified the IEEE 13-bus system with different
PV penetrations to demonstrate voltage stability problems,
suggesting the use of inverters for reactive power support to
mitigate these issues [23]. Almeida et al. compared four reac-
tive power control techniques in terms of grid reinforcement
requirements, losses, and costs. This comparative analysis
provides valuable insights, but its applicability to specific
distribution network scenarios may vary [24].

Demirok et al. pointed out the limitations of traditional
reactive power control techniques and concluded that end
customers experience increased efficiency as the distance
between the inverter and the customer decreases [25]. Blet-
terie et al. investigated the performance and effectiveness
of various reactive power approaches in terms of network
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Fig. 3. graph of PF(P) reactive control

Fig. 4. Curve of Q(V) reactive power control

losses, additional reactive power flows, and effectiveness in
mitigating voltage rise. However, the practical implementation
of these approaches may face challenges related to system
compatibility and coordination [26].Kim and Song proposed
a hybrid reactive power control approach using the weighted
sum of the PF(P) and Q(V) methods. Reactive power reference
is determined based on the active power output of Distributed
Generators (DGs). When the active power output is high, the
PF(P) control dominates, while when the active power output
is low, the Q(V) control dominates to minimize distribution
network losses. However, this approach may face challenges
in scenarios with highly dynamic load profiles and high DG
outputs [27].

Ca et al. developed a local reactive power control approach
with four modes to mitigate the effects of high PV penetration
on Low Voltage Distribution Networks, such as voltage fluc-
tuation, undervoltage, overvoltage, high losses, and low power
factor. They also proposed a PF(P) reactive power control
approach that considers the active and reactive powers of
the load, preventing insufficient reactive power injection and
reducing distribution network losses and voltage fluctuation.
However, the local reactive power control approach may face
challenges in terms of scalability and adaptability to changing
network conditions [28]. Kabiri et al. proposed a combined
strategy involving the use of an electronic tap changer in the
transformer of a distribution feeder to provide voltage regula-
tion functionality. PV systems were used at each feeder bus
for local reactive power control to minimize losses. Despite its

effectiveness, the integration of electronic tap changers may
introduce additional costs and maintenance requirements [29].

Hu et al. proposed a novel method for mitigating volt-
age fluctuations due to high PV penetrations. This method
coordinates the operation of on-load tap changers (OLTCs),
capacitor banks (CBs), reactive power control, and active
power curtailment using a two-level approach: a mixed in-
teger nonlinear programming (MINP) model based on model
predictive control (MPC) for planning and a leader–follower
consensus algorithm (LFCA) for real-time control. However,
the proposed control involves sophisticated mathematical mod-
eling and requires robust communication systems for effective
coordination [30]. Hashemi et al. presented an approach based
on voltage sensitivity to assess the effect of local reactive
power control on the capacity of energy storage units. This
approach can model different levels of PV penetration and
load conditions and determine the required energy storage
capacity for preventing overvoltage based on customer lo-
cation. However, the deployment of energy storage units
may face challenges such as limited space availability and
cost considerations. The study confirmed that reactive power
control can reduce the required energy storage capacity by
approximately 30%. However, the reduction in energy stor-
age capacity may compromise the system’s ability to handle
unexpected fluctuations in PV output [31].

Emarati et al. introduced a two-level voltage control method
for managing over-voltage issues in distribution networks with
high photovoltaic (PV) penetration. The first level involves
day-ahead scheduling of battery energy storage systems and
on-load tap changer (OLTC) adjustments, while the second
level employs reactive power compensation through PV in-
verters for fine-tuning voltage profiles. The strategy aims to
enhance voltage stability by integrating battery storage and
inverter capabilities. A potential drawback of this approach is
the reliance on accurate forecasting for day-ahead scheduling
introduces uncertainty, potentially affecting the system’s ef-
fectiveness in dynamically varying conditions [32]. Adetokun
et al. developed a reactive power-voltage in Q(V) form-based
framework to evaluate voltage instability sensitivities in power
systems with increasing renewable energy penetration. It intro-
duces two sensitivity indices: the Critical Voltage Sensitivity
Index (CVSI) and the Critical Reactive Power Sensitivity
Index (CQSI). These indices measure the impact of renewable
energy penetration on the critical voltage level and reactive
power loss intolerance of power system buses. On the other
side, a potential drawback of this technique is its reliance
on detailed and accurate modeling of the power system,
which can be complex and time-consuming. Additionally, the
effectiveness of the indices in different types of power systems
and under varying conditions may require extensive validation
[33].

Takayama et al. presented a novel voltage control approach
based on reactive power control using a PV inverter with
reinforcement learning, eliminating the need for information
exchange between inverters. However, the implementation of
reinforcement learning may require extensive computational
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resources and may face challenges in scenarios with dynamic
network conditions [34]. Howlader et al. conducted an exper-
imental analysis of the Volt/Var control’s capacity to regulate
voltage, revealing that the injection of reactive power increases
when reactive power absorption in the distribution network
decreases [35]. Ghasemi et al. presented an adaptive droop-
based algorithm for controlling reactive and active powers in a
grid integrated with PV, aiming to reduce losses, increase grid
capacity, and prevent overvoltage. The algorithm was tested on
a modified IEEE 33-bus system through computer simulation.
However, the adaptive nature of the algorithm may introduce
challenges in terms of stability and predictability [36].

Hasheminamin et al. proposed a single-point reactive power
control method to avoid reverse power flow in distribution net-
works and employed mathematical analysis to determine the
reactive power support. However, the reliance on mathematical
analysis may require precise network models, and deviations
from the assumed conditions may impact the accuracy of
the proposed control method [37]. Bernal et al. proposed a
fuzzy logic-based reactive power control technique for voltage
regulation in grids with high PV penetration. While fuzzy
logic-based control provides flexibility, the robustness of the
control system may be affected by uncertainties in the network
and load conditions [38]. Bedawy et al. introduced a multi-
agent reactive power control system using a reactive power
index that considers each DG’s ability to inject or absorb
reactive power as a control agent. This approach facilitates
coordination between different voltage regulation devices and
DGs, resulting in better voltage regulation of the distribution
network. However, the coordination of multiple agents may
introduce challenges related to communication delays and
synchronization [39].

The paper by Arshad and Lehtonen discusses a multi-level
voltage control strategy for distribution networks with high
photovoltaic penetration. It integrates Flicker Control, Local
Voltage Control, and Coordinated Voltage Control using PV
inverters. While effective in optimizing inverter set points and
reducing curtailment and losses, the strategy faces challenges
like potential communication latency and reliance on specific
inverter capabilities, requiring precise coordination under dy-
namic network conditions [40]. I. Kim and Harley introduced
a method for voltage regulation through a Volt/Var-control ap-
proach, using the positive-sequence sensitivity impedance ma-
trix with power-factor constraints. This method was validated
in the IEEE 34-bus test feeder and is aimed at maintaining
bus voltage within specific ranges [41].

1) Active Power Curtailment Technique: Active power cur-
tailment is utilized to mitigate voltage rise in distribution net-
works with high photovoltaic (PV) penetration. This method
reduces the active power output of PV systems during high
solar generation periods to maintain acceptable voltage levels
within the network. The PV system limits its active power
injection into the grid, thus controlling excess generation that
could cause voltage rise. The technique adjusts the amount of
active power injected by the PV system based on the voltage
at the common coupling point. Figure 5 illustrates that there is

no curtailment of PV active power injection when the network
voltage is below the threshold. However, as the network
voltage exceeds this threshold, the PV active power injection
decreases with increasing voltage, stopping completely when
the voltage reaches the maximum allowable limit. Despite
its effectiveness, this technique is not favored by renewable
source owners due to the associated active power losses [42].
Tonkoski et al. proposed coordinated active power curtailment
to prevent voltage rise on a Canadian distribution network,
tested over a 12-hour period. This approach’s limitation is the
lack of long-term performance data and its efficacy in diverse
weather conditions [43]. Ku et al. suggested a hybrid approach
combining active power curtailment and reactive power com-
pensation to mitigate voltage rise during load exchange in low
voltage systems, which could be less effective in systems with
fluctuating load demands [44]. Ghosh et al. proposed droop-
based reactive power compensation with active power curtail-
ment based on short-term PV power generation forecasting
using the Kalman filter theory. The major drawback here is
the reliance on accurate short-term forecasting, which can be
challenging in unpredictable weather conditions [45]. Verma
et al. presented a novel technique to mitigate voltage rise on
distribution networks using a de-rating technique on the DC-
DC converter to curtail the PV active power injection into
the distribution network. However, this might lead to reduced
efficiency and increased wear on the converters [46]. Conti et
al. introduced active power curtailment based on on/off control
depending on the node voltage. A drawback of this method
is its potential for abrupt changes in power output, which
can stress the electrical grid [47]. Finally, practical results
of distribution networks with high PV penetration improved
by active power curtailment were presented, but these studies
may lack scalability and adaptability to different types of grid
infrastructures [48] [49].

Fig. 5. Typical graph of active power curtailment

III. DISCUSSION

In this study of voltage rise mitigation on low voltage
distribution networks with high photovoltaic (PV) penetra-
tion, we explore several strategies, including Energy Storage
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Systems (ESSs), active power curtailment, and reactive power
control. While ESSs offer a buffer to manage excess energy,
their high costs and spatial demands make them less feasible.
Active power curtailment, though effective in reducing excess
generation, leads to underutilization of PV resources. Among
these, reactive power control emerges as the most promising
technique. It adeptly manages voltage levels without signif-
icantly impacting power production. Despite its complexity,
ongoing advancements in control algorithms and system com-
patibility make reactive power control a preferred solution
for addressing voltage rise issues on PV-rich networks. This
method’s ability to adapt to dynamic network conditions while
maintaining efficient operation positions it as a key player
in future renewable energy integration. Table I provides a
comparison among four categories of techniques for mitigating
voltage rise

TABLE I
COMPARISON OF VOLTAGE REGULATION METHODS

Characteristics Typical Reactive Active
voltage Power power

regulation ESS control curtailment
approaches

Effect
on No No No

power effect effect Decrease effect
factor

Efficiency Low High High High
Losses Less Low High Low

in system
Responsiveness Slow Fast Extremely Extremely

Fast Fast
Higher

than
Cost High High active Low

Power
Losses Less

in No Low than High
renewable effect Active

energy power

IV. CONCLUSION

The article explores challenges in conventional fossil fuel
power plants and the rising energy demand. PV systems have
gained traction as an alternative. It emphasizes PV’s growing
use in low voltage distribution networks and the key issue
of voltage rise. Three main strategies to counter this issue
are discussed: energy storage systems (ESSs), active power
curtailment, and reactive power control. ESSs are vital for
mitigating voltage rise by storing surplus energy during peak
solar exposure and releasing it during high demand. Battery
ESSs are preferred for integrated PV systems. Combining
ESSs with tools like step voltage regulators and on-load tap
changers is also considered. Reactive power control techniques
employ inverters to absorb or inject reactive power. They
fall into three categories: fixed power factor control, voltage-
dependent reactive power control, and power factor linked to
injected active power. The article references various studies on
PV integration’s effects and mitigation techniques. It offers an

overview of ESS and reactive power control techniques, dis-
cussing their pros and cons and comparing their effectiveness
in mitigating voltage rise in distribution networks. In summary,
the article underscores the importance of managing voltage
rise in high PV penetration distribution networks, presenting
diverse mitigation strategies. ESSs and reactive power control
are identified as pivotal solutions. The article is structured
around sections on high PV penetration impacts, voltage rise
mitigation, and comparative analysis.

ACKNOWLEDGMENT

The author would like to acknowledge the assistance of
artificial intelligence tools which were instrumental in proof-
reading and correcting grammatical errors in this manuscript.
This technology provided valuable support in ensuring the
linguistic accuracy of the content presented.

REFERENCES

[1] T. M. L. Wigley, “Could reducing fossil-fuel emissions cause global
warming?” Nature, vol. 349, no. 6309, pp. 503–506, 1991, doi:
10.1038/349503a0.

[2] M. Hosenuzzaman, N. A. Rahim, J. Selvaraj, M. Hasanuzzaman, A.
B. M. A. Malek, and A. Nahar, “Global prospects, progress, policies,
and environmental impact of solar photovoltaic power generation,”
Renewable and Sustainable Energy Reviews, vol. 41, pp. 284–297, Jan.
2015, doi: 10.1016/J.RSER.2014.08.046.

[3] F. Diner, “The analysis on photovoltaic electricity generation status, po-
tential and policies of the leading countries in solar energy,” Renewable
and Sustainable Energy Reviews, vol. 15, no. 1, pp. 713–720, Jan. 2011,
doi: 10.1016/J.RSER.2010.09.026.

[4] S. M. Moosavian, N. A. Rahim, J. Selvaraj, and K. H. Solangi,
“Energy policy to promote photovoltaic generation,” Renewable and
Sustainable Energy Reviews, vol. 25, pp. 44–58, Sep. 2013, doi:
10.1016/J.RSER.2013.03.030.

[5] “Photovoltaic solar power – the reliable future energy source
– Analysis - IEA,” Accessed: Dec. 25, 2023. [Online]. Avail-
able: https://www.iea.org/articles/photovoltaic-solar-power-the-reliable-
future-energy-source

[6] E. J. Coster, J. M. A. Myrzik, B. Kruimer, and W. L. Kling, “In-
tegration issues of distributed generation in distribution grids,” Pro-
ceedings of the IEEE, vol. 99, no. 1, pp. 28–39, Jan. 2011, doi:
10.1109/JPROC.2010.2052776.

[7] D. G. Infield and M. Thomson, “Network power-flow analysis for a high
penetration of distributed generation,” 2006 IEEE Power Engineering
Society General Meeting, PES, 2006, doi: 10.1109/PES.2006.1709489.

[8] S. Shivashankar, S. Mekhilef, H. Mokhlis, and M. Karimi, “Mitigating
methods of power fluctuation of photovoltaic (PV) sources – A review,”
Renewable and Sustainable Energy Reviews, vol. 59, pp. 1170–1184,
Jun. 2016, doi: 10.1016/J.RSER.2016.01.059.

[9] C. A. S. Rangel, L. Canha, M. Sperandio, and R. Severiano, “Method-
ology for ESS-type selection and optimal energy management in dis-
tribution system with DG considering reverse flow limitations and cost
penalties,” IET Generation, Transmission and Distribution, vol. 12, no.
5, pp. 1164–1170, 2018, doi: 10.1049/iet-gtd.2017.1027.

[10] C. M. Shepherd, “Design of Primary and Secondary Cells,” J Elec-
trochem Soc, vol. 112, no. 7, p. 657, 1965, doi: 10.1149/1.2423659.

[11] M. Zillmann, R. Yan, and T. K. Saha, “Regulation of distribution
network voltage using dispersed battery storage systems: A case study
of a rural network,” 2011 IEEE Power and Energy Society General
Meeting, 2011, doi: 10.1109/PES.2011.6039094.

[12] T. Tewari, A. Mohapatra, and S. Anand, “Coordinated control of OLTC
and energy storage for voltage regulation in distribution network with
high PV penetration,” IEEE Trans Sustain Energy, vol. 12, no. 1, pp.
262–272, Jan. 2021, doi: 10.1109/TSTE.2020.2991017.

172 



[13] X. Liu, A. Aichhorn, L. Liu, and H. Li, “Coordinated control of dis-
tributed energy storage system with tap changer transformers for voltage
rise mitigation under high photovoltaic penetration,” IEEE Trans Smart
Grid, vol. 3, no. 2, pp. 897–906, 2012, doi: 10.1109/TSG.2011.2177501.

[14] H. Sugihara, K. Yokoyama, O. Saeki, K. Tsuji, and T. Funaki, “Eco-
nomic and efficient voltage management using customer-owned energy
storage systems in a distribution network with high penetration of
photovoltaic systems,” IEEE Transactions on Power Systems, vol. 28,
no. 1, pp. 102–111, 2013, doi: 10.1109/TPWRS.2012.2196529.

[15] Y. Yang, H. Li, A. Aichhorn, J. Zheng, and M. Greenleaf, “Sizing strat-
egy of distributed battery storage system with high penetration of photo-
voltaic for voltage regulation and peak load shaving,” IEEE Trans Smart
Grid, vol. 5, no. 2, pp. 982–991, 2014, doi: 10.1109/TSG.2013.2282504.

[16] C. Xie, D. Wang, C. S. Lai, R. Wu, X. Wu, and L. L. Lai, “Optimal
sizing of battery energy storage system in smart microgrid considering
virtual energy storage system and high photovoltaic penetration,” J Clean
Prod, vol. 281, Jan. 2021, doi: 10.1016/j.jclepro.2020.125308.

[17] O. Babacan, W. Torre, and J. Kleissl, “Optimal allocation of battery
energy storage systems in distribution networks considering high PV
penetration,” IEEE Power and Energy Society General Meeting, vol.
2016-Novem, pp. 1–5, 2016, doi: 10.1109/PESGM.2016.7741191.

[18] F. Marra, Y. T. Fawzy, T. Bulo, and B. Blažič, “Energy storage options
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Abstract—Distributed Denial of Service (DDoS) attacks on
Software Defined Networks (SDNs) have become a growing
threat, resulting in serious disruptions to service availability
and infrastructure reliability. Currently, the most common DDoS
attack detection technique used on both traditional and SDN
networks is the statistic-based detection method, but this method
has a weakness in detecting new or unprecedented attacks. This
can be overcome by using deep learning methods that are able
to handle non-linear, heterogeneous, and high-dimensional data,
which are often found in network traffic data. This research
develops a DDoS attack detection and mitigation system on
SDN network traffic using the Multilayer Perceptron (MLP)
algorithm. The tests conducted show that the DDoS attack
detection and mitigation system developed in this study has an
accuracy level of 71.17%. This system has proven to be effective
in detecting DDoS attacks. Post-mitigation network performance
analysis shows a significant improvement in performance com-
pared to pre-mitigation conditions. Previously, bottlenecks were
identified in the tissues. However, after mitigation, the network
can return to optimal functioning.

Index Terms—Distributed Denial of Service (DDoS), Deep
Learning (DL), Software Defined Network (SDN), Multilayer
Perceptron (MLP), detection, mitigation.

I. INTRODUCTION

Rapid advances in networks and information technology
have made it possible for seamless connections to store and
communicate information on a large scale [1]. One of the most
dominant major attacks leading to denial of service to users
is Distributed Denial of Service (DDoS) [2], [3]. A DDoS
attack is a type of cyber-attack that aims to attack computer
infrastructure by flooding servers with excessive internet traffic
[4]. DDoS attacks can be carried out by using many computers
infected by malware or by using a botnet network consisting of
thousands of computers so that the server becomes overloaded
and cannot process requests from legitimate users [5].

In Cisco’s annual internet report, 2018–2023, it shows that
the trend of DDoS attacks from 2018 to 7.09 million to

2023 is expected to increase by 15.4 million [6]. Attackers
typically exploit vulnerabilities in data transport, networking,
and application-layer protocols such as Transmission Control
Protocol (TCP), User Datagram Protocol (UDP), and Internet
Control Message Protocol (ICMP) [7].

Software-Defined Networks (SDN) are a type of computer
network that separates the control plane from the data, making
it possible to be a solution in protecting against DDoS attacks
with more flexible and adaptive controls [8]. The advantages
of SDN involve several crucial aspects, such as flexibility,
efficiency, and scalability [9]. Over the past few years, SDN
has proven to be able to generate effective defenses against
various types of network-based DDoS attacks [10].

Currently, the most commonly used DDoS attack detection
technique on SDN networks is the statistics-based detection
method, but this method has a weakness in detecting new or
unprecedented attacks [11]. The research conducted by [12]
using statistics-based DDoS detection methods has several
drawbacks. One of its main drawbacks is its poor performance
on very large DDoS attacks.

This study proposes a deep learning-based method for
detecting DDoS attacks in the SDN environment. A multilayer
perceptron (MLP) model is used to study normal network traf-
fic patterns and identify anomalies that indicate DDoS attacks.
The MLP was selected based on its ability to handle complex
and non-linear relationships in network traffic data, potentially
providing better performance than traditional machine learning
techniques.

The main contributions of this paper are:

1) A new MLP-based approach to DDoS attack detection
in SDN environments.

2) A comprehensive evaluation of the proposed method
using a dataset of DDoS attacks generated through sim-
ulations on an SDN network environment that includes
different types of DDoS attacks, such as ICMP Flood,
UDP Flood, and TCP-SYN Flood.979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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3) Comparative analysis of network performance before
and after the implementation of the proposed detection
and mitigation system. This analysis includes Quality of
Service (QoS) metrics such as throughput, delay, packet
loss, and resource utilization.

II. RELATED WORKS

Recent research in the field of network security shows that
Distributed Denial of Service (DDoS) attacks are the most
frequent threats to Internet of Things (IoT) networks and
devices. One approach that has shown high effectiveness is
the use of ResNet18 transfer learning, which is able to achieve
99.9% accuracy in detecting DoS and DDoS attacks, as well
as 87% in classifying specific attack types such as SYN flood,
UDP flood, and NTP Amplification [4].

In the context of Software Defined Networks (SDNs), a
comparison of various DDoS attack classification mechanisms
shows that machine learning methods consistently outperform
other approaches [13]. Statistical and threshold methods, while
faster and requiring less data, are often less accurate at
detecting complex attacks.

Further research explores the efficiency of deep learning
algorithms in detecting abnormal activity such as DDoS. The
Convolutional Neural Network (CNN) showed excellent per-
formance, achieving 99% accuracy when tested using standard
datasets such as NSL-KDD. CNN has managed to outperform
classical algorithms such as Decision Tree, Support Vector
Machine (SVM), K-Nearest Neighbors (K-NN), and conven-
tional Neural Network (NN). This advantage of CNN shows
the great potential of deep learning algorithms in improving
network security [14].

In addition to CNNs, the study [15] also shows the ad-
vantages of Multi-Layer Perceptron (MLP) in dealing with
non-linear and complex problems that are often encountered
in intrusion detection. MLP shows better performance com-
pared to algorithms such as CNN, Long Short-Term Memory
(LSTM), and Stacked Auto-encoder (SAE) in the context of
cyber-attack detection, especially brute-force SSH attacks on
SDN networks. These findings extend the application of MLPs
in various areas of network security.

Innovations in sampling techniques have also contributed
significantly to the effectiveness of DDoS attack detection.
The use of sFlow and adaptive polling sampling in SDN
environments, combined with deep learning models such as
Stacked Autoencoders (SAE), has been proven to reduce
network load while maintaining high detection accuracy [16].
The sFlow-based approach shows very promising results, with
the True Positive rate reaching 95% and the False Positive rate
being less than 4%.

III. PROPOSED METHODOLOGY

The methodology of this research aims to design a Multi-
Layer Perceptron (MLP) algorithm as a DDoS attack detection
system and utilize Software-Defined Network (SDN) as the
main component in the development of the research system.

The DDoS attack detection system on SDN networks using
the MLP algorithm consists of two main stages, namely learn-
ing and detection. In the learning stage, datasets containing
normal network flow and DDoS data are collected and used
to train MLP algorithms in recognizing network data patterns.
The resulting model is then stored on the SDN controller. In
the detection stage, real-time data from the operating SDN
network is classified using a model that has been built. If a
DDoS attack is detected, the SDN controller will mitigate and
provide a warning to the network administrator.

Fig. 1. System Planning

A. Software Defined Network (SDN) Topology Design

This network simulation environment is created inside, the
Ubuntu 22.4 operating system which acts as a platform that
provides infrastructure and resources to run the simulation.
The following is a network configuration table used in the
study.

TABLE I
SOFTWARE DEFINED NETWORK CONFIGURATION

Component Configuration Details
Topology 5 Switches are connected linearly, each connected to 3

hosts, a total of 15 hosts.
Switches

• s1: Connected to h1, h2, h3, s2
• s2: Connected to h4, h5, h6, s1, s3
• s3: Connected to h7, h8, h9, s2, s4
• s4: Connected to h10, h11, h12, s3, s5
• s5: Connected to h13, h14, h15, s4

Hosts h1 to h15, each with a unique IP address and MAC, is
connected to the switch in order.

Controller
• IP: 127.0.0.1
• Port: 6653
• Protocol: OpenFlow 1.3

Monitoring sFlow & Wireshark: Used for network monitoring
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B. Data Acquisition and Pre-processing

1) Data Acquisition

Fig. 2. Block diagram of dataset creation

The process of creating a dataset on an SDN network in-
cludes: creating a network topology with Mininet, send-
ing normal and DDoS data packets, receiving packets by
openflow switch, extracting flow statistics, and storing
data in CSV format. The resulting dataset consists of 21
parameters that describe the data flow in the OpenFlow
network.

TABLE II
NETWORK PARAMETERS

Features on datasets
Timestamp tp dst idle timeout
datapath id ip proto hard timeout

flow id icmp code Flags
ip src icmp type packet count
tp src flow duration sec packet count per nsecond
ip dst flow duration nsec packet count per second

byte count byte count per second byte count per nsecond

2) Data pre-processing

Fig. 3. Data Pre-processing Flows

SDN traffic dataset pre-processing consists of data cleaning,
feature transformation, and feature selection using Recursive
Feature Elimination (RFE). Categorical features are encoded
with one-hot encoding, and the dataset is divided into training
data (80%) and test data (20%), followed by standardization.
The result is a clean and balanced dataset.

C. Perceptron Multilayer Algorithm Design (MLP)

D. Quality of Service (QoS) Analysis

QoS analysis is carried out using the TIPHON standard to
measure network quality. The parameters used to conduct QoS
analysis are throughput, delay, jitter, and packet loss. Here is

TABLE III
MLP ARCHITECTURE

Models Hyperparameters

MLP

Layer : 2 layers (256 and 128 neurons)
Activation : relu
L2 Regulation : 0.0001
Random state : 42
Solver : Adam
Learning rate : 0.001

a table showing the TIPHON standard categories for these
parameters.

TABLE IV
TIPHON STANDARD

QoS Param-
eters

Very Good Good Keep Bad

Throughput ¿ 2.1 Mbps 1200 kbps –
2.1 Mbps

700 – 1200
kbps

338 – 700
kbps

Delay ¡ 150 ms 150 – 300
ms

300 – 450
ms

¿ 450 ms

Jitter 0 ms 0 – 75 ms 75 – 125 ms 125 – 225
ms

Packet Loss 0 – 2% 3 – 14% 12 – 24% ¿ 25%

IV. RESULT AND DISCUSSION

A. Network Topology and Simulation Setup

Fig. 4. Linear Topology

Figure 4 shows the topology simulation of the SDN network
used in this study. There are three main components in the
formation of an SDN network, namely hosts, OVS Switches,
and controllers. The switch in this study functions as a data
traffic regulator and flow rule maker using the Ryu controller.
This topology allows for multiple paths between hosts, which
increases network redundancy and resiliency.

B. Dataset Generation and Preprocessing

Figure 5 provides a clear visualization of the composition
of the dataset collected before the pre-processing process.
The graph illustrates a comparison between the number of
packets categorized as DDoS traffic, which reaches 1.7 million
packets, and normal traffic, which amounts to 9 thousand
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packets. Next, the pre-processing stage was carried out, where
the amount of data had been balanced to 50% for each
category.

Fig. 5. Distribution of Packet Count on Datasets

C. Effectiveness of Model Training

Fig. 6. Model Training Results Report

MLP models that have demonstrated performance vary
between non-DDoS (class 0) and DDoS (class 1) classes. For
the non-DDoS class, the model has a perfect precision of
1.00, but the recall is only 0.15, indicating that the model
often fails to identify normal traffic, with 85% of non-DDoS
cases missing. In contrast, for the DDoS class, the model
has a perfect recall of 1.00, but the precision is only 0.70,
which indicates the presence of false alerts on normal traffic.
The overall accuracy of the model is 71%, and while it looks
moderate, the perfect recall for the DDoS class shows that the
model is very effective at detecting DDoS attacks, although
it can still be improved to reduce false alerts on non-DDoS
traffic.

The model successfully detected 34,373 DDoS attack cases
correctly as attacks (True Positives/TP), while 440,251 normal

Fig. 7. Confusion Matrix

traffic cases were correctly classified as non-attacks (True
Negatives/TN). However, there were 34 cases of normal traffic
that were incorrectly classified as attacks (False Positives/FP).
In addition, the model failed to detect 192,223 cases of
attacks, which were incorrectly classified as normal traffic
(False Negatives/FN).

D. Network Performance Analysis

1) Jitter Measurement
• Normal Traffic Conditions. Jitter measurements on

normal traffic show a very low value of 0.026 ms,
which is categorized as ”very good” according to
the TIPHON standard (below 75 ms). This reflects
optimal network performance without significant
interference.

TABLE V
JITTER ON NORMAL TRAFFIC NETWORK

Normal Traffic Jitter (ms)
Jitter at Normal Conditions (ms) 0.026

• During DDoS Attacks. During a DDoS attack, jitter
cannot be measured due to Request Time Out (RTO)
due to network instability caused by packet flood-
ing. However, after mitigation was implemented,
the jitter decreased significantly, close to normal
conditions. In ICMP flood attacks, the jitter drops
to 0.011 ms, the UDP flood to 0.013 ms, and the
TCP SYN flood to 0.007 ms, all of which fall into
the ”very good” category according to the TIPHON
standard. Mitigation mechanisms have proven to be
effective in restoring network stability.

2) Delay Analysis
• Normal Traffic Conditions. On normal traffic, the

network latency is low and stable with an average
of 0.28 ms, which is categorized as ”very good”
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TABLE VI
JITTER DURING ATTACKS AND AFTER MITIGATION

Types of DDoS
Traffic

Jitter During
DDoS
Occurrence
(ms)

Jitter After Mit-
igation (ms)

ICMP flood RTO 0.011
UDP flood RTO 0.013
TCP SYN flood RTO 0.007

according to the TIPHON standard, reflecting a
healthy network without significant disruption.

TABLE VII
DELAY DURING DDOS ATTACKS

Normal Traffic Delay
Min Avg Max mdev

0.052 ms 0.280 ms 8.492 ms 1.1 ms

• Impact of DDoS Attacks. During a DDoS attack,
delay measurements cannot be performed due to
network congestion that causes many ICMP Echo
Request packets to go unresponsive, resulting in
RTOs. This indicates severe congestion and network
instability.

TABLE VIII
DELAY DURING DDOS ATTACKS

Types of DDoS Traffic During DDoS Occurrence (ms)
Min Avg Max mdev

ICMP flood RTO RTO RTO RTO
UDP flood RTO RTO RTO RTO
TCP SYN flood RTO RTO RTO RTO

• Effectiveness of Mitigation Strategies. After mitiga-
tion, the delay experienced significant improvement.
In ICMP flood attacks, the average delay reaches
0.242 ms with a standard deviation of 1.162 ms,
which is still in the ”very good” category according
to the TIPHON standard. Post-mitigation UDP flood
attacks recorded an average delay of 0.4 ms with a
standard deviation of 2,322 ms, also categorized as
”very good” despite a slight spike. In TCP SYN
flood attacks, despite the increase in maximum val-
ues, the average delay remained in the ”very good”
category as per the TIPHON standard, indicating
improved network stability after mitigation.

TABLE IX
DELAY AFTER DDOS ATTACKS

Types of DDoS Traffic After Mitigation (ms)
Min Avg Max mdev

ICMP flood 0.028 0.242 8.717 1.162
UDP flood 0.037 0.4 20.409 2.322
TCP SYN flood 0.04 0.375 17.544 2.045

3) Throughput Evaluation

• Normal Network Capacity. On normal traffic, 6.24
Gbps of data is successfully transferred in 10 sec-
onds with a bandwidth of 5.36 Gbps, which meets
the ”very good” category based on the TIPHON
standard. This indicates optimal network perfor-
mance.

TABLE X
NETWORK THROUGHPUT ON NORMAL TRAFFIC

Normal Traffic Throughtput
Interval Transfer Bandwitch
0-10 s 6.24 Gbps 5.36 Gbps

• Throughput Degradation During Attacks. When a
DDoS attack occurs, the throughput cannot be mea-
sured due to network communication disruptions
caused by overload, indicating a decrease in data
transmission efficiency.

TABLE XI
THROUGHPUT DURING A DDOS ATTACK

Types of
DDoS
Traffic

Interval During DDoS Occurs (GBYTS)

Transfer Bandwidth
ICMP flood 0-10 s RTO RTO
UDP flood 0-10 s RTO RTO
TCP SYN
flood

0-10 s RTO RTO

• Recovery After Mitigation. Once mitigation is im-
plemented, there is a significant improvement in
all types of attacks. In ICMP flood, data transfer
reaches 3.75 Gbytes with a bandwidth of 3.21 Gbps,
while in UDP flood, transfer reaches 3.61 Gbytes
with a bandwidth of 3.09 Gbps. For TCP SYN flood,
transfer reaches 4.06 Gbytes with a bandwidth of
3.49 Gbps. These results show that mitigation is
effective in reducing the impact of the attack and
restoring network performance to a near-optimal
condition, still meeting the ”very good” category
based on the TIPHON standard.

TABLE XII
THROUGHPUT AFTER MITIGATION

Types of
DDoS
Traffic

Interval During DDoS Occurs (GBYTS)

Transfer Bandwidth
ICMP flood 0-10 s 3.75 3.21
UDP flood 0-10 s 3.61 3.09
TCP SYN
flood

0-10 s 4.06 3.49

4) Packet Loss Assessment
• Normal Operating Conditions. In normal traffic,

there is no packet loss during 100 packet shipments,
which indicates optimal network conditions with
stable and efficient performance. According to the
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TIPHON standard, this value is in the ”very good”
category with packet loss below 1%.

TABLE XIII
PACKET LOSS IN NORMAL TRAFFIC

Packet Loss Normal Traffic
Number of Packages packet loss (%)

100 0

• Packet Loss During DDoS Events. When a DDoS
attack occurs without mitigation, packet loss reaches
100%, indicating a total disruption to the network.

TABLE XIV
PACKET LOSS DURING DDOS ATTACKS

Types of
Data Traffic

Number of Packages As long as DDoS occurs

packet loss (%)
ICMP flood 100 100
UDP flood 100
TCP SYN
flood

100

• Mitigation Effectiveness on Packet Loss Reduction.
After mitigation, packet loss decreased significantly:
to 39% in ICMP flood attacks, 35% in UDP flood
attacks, and 49% in TCP SYN flood attacks. Al-
though it is still in the ”poor” category according
to the TIPHON standard, it shows that mitigation
has succeeded in reducing the impact of attacks
and significantly improving network stability and
efficiency.

TABLE XV
PACKET LOSS AFTER MITIGATION

Types of
Data Traffic

Number of Packages As long as DDoS occurs

packet loss (%)
ICMP flood 100 39
UDP flood 35
TCP SYN
flood

49

E. Resource Utilization

1) Normal Operating Conditions Under normal condi-
tions, the system shows high efficiency with stable CPU
and memory usage. The CPU Process is only 0.3%,
the CPU System is 12.5%, and the memory usage is
39.1%, indicating that the network is able to handle
traffic without overloading.

TABLE XVI
RESOURCE UTILIZATION ON NORMAL TRAFFIC

Normal Traffic Resource (%)
System CPU Memory Usage CPU Process

12.5 39.1 0.3

2) During Attacks DDoS attacks such as ICMP Flood,
UDP Flood, and TCP SYN Flood caused a significant

spike in resource usage. ICMP Flood increases CPU
usage by 99.2% and memory to 52%. UDP Flood causes
the CPU to reach 100% and the memory to go up to
59.8%, while TCP SYN Flood boosts the CPU to 100%
with 55.9% memory. This results in a decrease in system
performance.

TABLE XVII
RESOURCE UTILIZATION DURING DDOS ATTACKS

Types of
DDoS
Traffic

Resources During DDoS Occurrence (%)

System CPU Memory Usage CPU Process
ICMP flood 99.2 52 1.9
UDP flood 100 59.8 3.37
TCP SYN
flood

100 55.9 0.58

3) Post-Mitigation After mitigation was implemented,
there was a significant decrease in resource usage: ICMP
Flood decreased to 74.7% CPU and 8.56% memory,
UDP Flood to 53.6% CPU and 51.2% memory, and
TCP SYN Flood to 48.8% CPU and 39.6% memory.
Although some specific processes are experiencing in-
creased CPU usage, this is related to monitoring and
blocking activities for mitigation. Overall, mitigation has
proven to be effective in restoring system performance
and efficiency close to normal conditions, demonstrating
the importance of appropriate mitigation strategies to
maintain network stability and performance in the face
of DDoS attacks.

TABLE XVIII
RESOURCE UTILIZATION AFTER MITIGATION

Types of
DDoS
Traffic

Resources After Mitigation

System CPU Memory Usage CPU Process
ICMP flood 74.7 8.56 11.1
UDP flood 53.6 51.2 0.39
TCP SYN
flood

48.8 39.6 0.37

V. CONCLUSION

Distributed Denial of Service (DDoS) attacks remain a
significant threat to the security of modern networks, includ-
ing Software-Defined Networking (SDN) infrastructure. This
study proposes an innovative approach using the Multilayer
Perceptron (MLP) model for the detection and classification
of DDoS attacks on SDN networks, achieving an accuracy of
71.17%. The methodology developed involves the preparation
of a comprehensive dataset of 2 million data packets, which
are flattened to avoid bias, as well as model optimization using
the RandomSearchCV algorithm.

The results of the experiment show that the mitigation
measures implemented have succeeded in significantly reduc-
ing the impact of DDoS attacks. Analysis of post-mitigation
network metrics showed substantial improvements, with jitter,
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delay, throughput, and resource utilization returning to the
”good” to ”very good” categories according to the TIPHON
standard. Although packet loss still needs further optimization,
the overall improvement in network performance demonstrates
the effectiveness of the mitigation strategies implemented.

In conclusion, the integration of the MLP model with
effective mitigation techniques offers a promising approach in
improving the resilience of SDN networks to DDoS attacks.
This research not only contributes to a deeper understanding
of the application of deep learning in network security, but
also paves the way for the development of more sophisticated
attack detection and mitigation systems in the future. With the
ability to adapt to evolving attack patterns, this approach has
significant potential to improve the security and reliability of
modern network infrastructure.
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Abstract—Radon measurement for earthquake prediction is
challenging due to environmental noise and sensor limitations.
Factors such as temperature, humidity, and soil moisture cause
fluctuations in radon levels, making distinguishing seismic-related
changes from normal variations difficult. In addition, sensor
limitations, such as sensor resolution, can reduce the ability
of early warning systems to detect precursor signals. In this
study, we designed an early earthquake detection method using
the Kalman Filter on radon gas concentration data collected
using an ion chamber sensor at a sampling interval of 1 minute.
The Kalman Filter was applied to overcome the uncertainties
in sensor measurements and the radon-earthquake phenomenon.
The differences between the filter predictions and the raw sensor
data indicate the presence of external factors, possibly earthquake
precursors. In all six analyzed events, radon anomalies were
effectively captured through the difference of squares, indicating
the potential of the method as an early warning system for seismic
activity. The proposed method detected radon anomalies 1 to 19
days before an earthquake.

Index Terms—Earthquake Prediction, Radon, Kalman Filter

I. INTRODUCTION

Radon is a potential precursor for early detection of earth-
quakes [1], [2]. Radon measurements for earthquake prediction
pose a challenge in overcoming the measurement uncertainty.
Sensor accuracy affects this uncertainty. Natural factors, such
as temperature, humidity, barometric pressure, and soil mois-
ture, can also affect the accuracy of radon measurements. The
ability of the system to distinguish between changes in radon
concentration that can indicate an impending earthquake and
changes in radon concentration caused by the environment
can improve the reliability of the early earthquake detection
system.

Previous research has developed methods for detecting radar
anomalies before earthquakes. The methods are KNN [3],
SVM [3], [4], boosted tree [3], bagged CART (Classification
and Regression Trees) [3], Multiple Linear Regression (MLR)
[5], Artificial Neural Networks (ANN) [4], [5], Decision Trees

(DT) [5], Boxplot [6] and LSTM [4]. However, these methods
do not consider the measurement uncertainty problem. To
improve the reliability of earthquake prediction, methods such
as temporal and spatial averaging and anomaly detection
algorithms are essential for isolating meaningful patterns from
background noise. Without these approaches, detection of
radon anomalies linked to seismic events remains highly
uncertain.

One of the key advantages of the Kalman filter in environ-
mental sensing is its ability to handle noisy data from various
sensors. Kalman filter is adept at managing the complexities
of environmental datasets, which often include thousands of
observations per time-step and exhibit irregular characteristics
[7]. This capability is particularly beneficial in applications
such as atmospheric boundary layer monitoring, where the
filter can effectively track parameters based on LiDAR returns
[8]. The extended Kalman filter (EKF) is especially useful
in these scenarios because it can accommodate the non-linear
system dynamics that are common in environmental processes
[9]. A transistor-based analog Kalman filter circuit, enabling
continuous processing of sensor data, has been developed to
reduce power consumption and latency in sensor fusion tasks
[10].

This study contributes to the early detection of earthquakes
based on radon precursors by using the Kalman filter method.
This paper consists of five sections. The introduction provides
the background of the problem, while the related works section
discusses the progress in radon-based earthquake prediction
and application of the Kalman filter. The proposed method
section explains the Kalman Filter, early detection method,
and data-collection process. The results and discussion section
presents the simulation results of the proposed method along
with an analysis of the research findings. The final section,
the conclusion, explains the research findings, limitations,
and future work in radon-based earthquake early detection
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research.

II. RELATED WORKS

A primary challenge in using radon for earthquake predic-
tion is the uncertainty in radon measurements. Studies indicate
that radon levels fluctuate significantly due to environmen-
tal factors such as temperature, humidity, and atmospheric
pressure [11]. This uncertainty complicates interpreting radon
anomalies as seismic precursors. Although the correlation
between recurrent radon anomalies and local earthquake mag-
nitudes has been established, the relationship remains complex
and requires further investigation to be fully understood [12].
Thus, robust statistical models are needed to distinguish be-
tween normal fluctuations and significant precursor signals.

Geological and hydrological factors significantly impact
radon emissions, which arise from uranium decay in Earth’s
crust and are influenced by geological stress and microcracks
in rocks [13], [14]. The spatial and temporal resolutions of
radon monitoring challenge effective earthquake prediction.
Continuous monitoring is crucial to detect transient radon
anomalies preceding seismic events [15]. Continuous atmo-
spheric radon monitoring helps evaluate earthquake risk in
densely populated areas [16]. However, deploying monitor-
ing stations and collecting high-resolution data are resource-
intensive and logistically challenging.

The Kalman filter has become crucial for earthquake predic-
tion, improving seismic forecasts through state estimation and
data assimilation. It addresses multiple facets of seismic data
processing, real-time location estimation, and the integration
of diverse sensor inputs. Kalman filters are primarily used
in real-time earthquake event localization [17]. The Kalman
filter’s recursive nature allows continuous updates of location
estimates with new data, improving prediction reliability. The
Kalman filter has been successfully used for seismic data
deconvolution, enhancing signal clarity and accuracy [18].
This is crucial for earthquake prediction, as clearer data aids
in better understanding and modeling seismic events.

Several studies have shown the benefits of the Kalman filter
in earthquake prediction. Although it has been widely applied
in earthquake research, its primary use is to reduce noise
in seismic signals, not to manage uncertainty in precursor-
based predictions. In several studies, radon-based earthquake
predictions have not considered the uncertainty aspect in
measurements. The Kalman Filter can be considered for earth-
quake precursor signal prediction, especially radon gas, based
on these conditions.

III. PROPOSED METHOD

A. Kalman Filter

The Kalman filter consists of two steps: prediction and
update [19]. The Kalman Filter consists of 5 equations written
in the Eq.1 to Eq.5. The system is predicted based on the
previous state and the dynamic state model in the prediction
step. The state prediction is expressed as

x̂k|k−1 = Fkx̂k−1|k−1. (1)

x̂k|k−1 represents the predicted state at time k, based on the
information available up to time k − 1. The state transition
matrix Fk describes the evolution of the state from time k−1
to time k. In this study, a 1-dimensional Kalman Filter was
used. Thus, the Fk value can be expressed as 1. The prediction
of the error covariance is calculated as

Pk|k−1 = Pk−1|k−1 +Qk. (2)

In this equation, the predicted error covariance Pk|k−1 is
computed using updated error covariance from the previous
time step Pk−1|k−1. Matrix Qk represents the uncertainty in
the system model.

The second step of the Kalman Filter involves updating the
predicted state using measurement data. The Kalman Gain was
calculated to determine the optimal weighting between the
prediction and measurement. The Kalman Gain is expressed
as

Kk = Pk|k−1H
⊤
k (HkPk|k−1H

⊤
k +Rk)

−1. (3)

In this equation, the Kalman Gain Kk determines the weight
given to the measurement compared to the prediction. Mea-
surement matrix Hk relates the measurements to the system
state, whereas Rk represents the measurement error covari-
ance.

Once the Kalman Gain is computed, the state is updated as
follows:

x̂k|k = x̂k|k−1 +Kk(zk −Hkx̂k|k−1), (4)

where x̂k|k is the updated state estimate computed by adding
the weighted measurement residual to the predicted state. The
actual measurement at time k, denoted by zk, is compared
with the predicted measurement Hkx̂k|k−1.

Finally, the error covariance is updated to reflect the remain-
ing uncertainty after incorporating the measurement written as

Pk|k = (I −KkHk)Pk|k−1. (5)

This equation updates the error covariance Pk|k, thereby reduc-
ing uncertainty based on the measurement.The identity matrix
I is used to ensure that the updated covariance maintains its
appropriate form.

The Kalman Filter begins by determining the number of
iterations based on the length of the measured data. Each iter-
ation corresponds to a time step, in which the filter processes
a new measurement. The sizes of the arrays used in the filter,
such as the state estimates, error variances, and Kalman Gain,
were set according to the number of iterations. This ensured
that there was sufficient space to store the calculated values
for each time step.

Next, the mean of the measurement data was calculated to
serve as a baseline for further computation. This mean value
provides a reference point for estimating the uncertainties
and setting the initial values for the filter parameters. The
uncertainty was initialized as 10% of the mean measurement
value to determine the measurement noise. This uncertainty
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is used to quantify the potential error or uncertainty in the
measurement process.

The first state estimate is initialized using the first measure-
ment in the dataset. Because no prior knowledge exists in the
first time step, the filter assumes that the initial state estimate
is equal to the first measured value. In addition, the initial
error variance was set to 1.0, indicating a starting point of
uncertainty regarding the accuracy of the first estimate.

Measurement noise variance was then determined by squar-
ing the previously derived uncertainty. This variance represents
the expected noise in the measurement process, and reflects
the extent to which the filter should be placed in the mea-
surements. Finally, the process noise variance is initialized to
account for any potential fluctuations or uncertainties in the
system model. It was set to a small value, specifically, 1% of
the mean measurement, to account for minor process variations
during each time step.

B. Radon Earthquake Precursor Detection

An algorithm based on radon precursors was designed for
early earthquake detection. Kalman filter is used to remove
noise signals in radon measurement. The results generated
by the Kalman Filter were compared with actual radon
measurements. If a significant difference is found between
the values predicted and measured by the sensor, then the
deviation is potentially identified as a precursor to a radon-
based earthquake. The Kalman Filter considers measurement
noise and process noise in the prediction model to overcome
uncertainty. The method proposed in this study is illustrated
in Fig.1.

Fig.1 illustrates the earthquake precursor anomaly detector
using the Kalman filter. The system was designed to process
and update the measurements to detect potential earthquake
precursors. After the state estimation was updated through
the update stage of the Kalman Filter, it was fed into the
anomaly detector. Anomaly detectors calculate the difference
between the estimated radon value and the measured state.
This condition can indicate impending seismic activity if a
significant difference is found.

Fig. 1. Kalman Filter based Radon precursor earthquake prediction

Fig. 2. Data Aquicition System

C. Data Collection

An ion chamber sensor (RD200) was installed in the Spe-
cial Region of Yogyakarta Province (latitude -7.7531627 S,
longitude 110.4215244 E) in the central part of Java Island
for radon data collection. The data were read every minute
using the ESP32 microcontroller with BLE communication.
The measurement data were sent to a Cloud Database using
a GSM network. The radon data-acquisition scheme used in
this study is shown in Fig.2.

This study also used historical earthquake data accessed
from earthquake.usgs.gov. The selected earthquake data com-
plied with the earthquake preparation zone criteria set by
Dobrovolsky in [5]. According to Dobrovolsky, the radius of
the earthquake preparation zone, R is defined as

R = 100.43M . (6)

where R is the radius of the preparation zone in kilometers
and M is the earthquake magnitude. This equation was used to
determine the affected area surrounding the epicenter, where
precursory signals, such as radon gas anomalies, are likely
to occur. The earthquakes eligible for analysis based on the
earthquake preparation zone criteria are summarized in Table
1.

Table 1 provides information regarding the six significant
earthquakes in 2023, with details regarding their time of
occurrence, geographic coordinates (latitude and longitude),
depth in kilometers, and magnitude. The first earthquake was
recorded on January 9, 2023, with a magnitude of 5.3 and

TABLE I
EARTHQUAKE DATA USED IN THIS WORK

No Time (UTC) Latitude Longitude Depth
(km)

Magnitude

1 2023-01-09
12:26:33.947

-8.8299 111.1757 67.859 5.3

2 2023-04-14
09:55:45.220

-6.0413 112.0478 597 7

3 2023-06-07
17:04:55.412

-8.8517 110.7921 18 5.6

4 2023-06-30
12:57:42.414

-8.6478 110.0229 76.421 5.9

5 2023-07-23
12:33:29.354

-8.6271 111.1186 96.623 5.1

6 2023-08-28
19:55:30.875

-6.7888 116.5211 500 7.1
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depth of 67.859 km, followed by an event on April 14, 2023,
with a magnitude of 5.7 and depth of 597 km. On June 6, 2023,
another earthquake with a magnitude of 5.6 and a shallow
depth of 18.905 km was documented. A larger earthquake
was observed on July 17, 2023, with a magnitude of 5.9 and
a depth of 76.421 km; shortly thereafter, on July 23, 2023, a
smaller event with a magnitude of 5.1 and a depth of 96.623
km was recorded. The last earthquakes were noted on August
28, 2023, with a magnitude of 7.1 and a depth of 500 km.
These events were selected for analysis based on adherence to
specific criteria, emphasizing their importance in this study.

IV. RESULT AND DISCUSSION

The proposed method was designed to address the issues of
measurement and process uncertainty in earthquake prediction.
The method was simulated using radon gas measurement
data to assess its effectiveness in managing uncertainties and
improving the prediction accuracy. The simulation results are
presented in Figures 3, 4, 5, 6, 7 and 8.

Fig.3 shows the radon concentration data related to the
5.3 M earthquake that occurred on January 9, 2023. Radon
measurements were compared with the results generated by
the Kalman filter and the 7-day moving average in the first
plot. The radon measurements showed significant fluctuations
on December 27, December 29, January 5-6, and January 8,
2023. The black star indicates an earthquake that occurred
on January 9, 2023. The second plot shows the squared
differences between the raw radon measurements and Kalman
filtered results. The figure shows fluctuations in the differences
on December 27, December 29, January 5, and January 8,
with the most significant differences occurring on January 6,
2023. Some of these fluctuations occurred up to the day before
the earthquake, indicating potential precursors to the seismic
event.

In the fig. 3, it can be seen that the proposed detection
method assumes that the fluctuations on December 30, 2022-

Fig. 3. Comparison between radon Sensor Measurement and Kalman Filter
before January 09, 2023 Earthquake

Fig. 4. Comparison between radon Sensor Measurement and Kalman Filter
before April 14, 2023 Earthquake

January 1, 2023, can be predicted by the Kalman filter so that
the earthquake precursors that can be used are fluctuations on
December 27, 2022, December 29, 2022, January 5-6, 2023
and January 8, 2023. The proposed method shows that before
the earthquake, precursor signs were found 1-12 days before
the earthquake occurred.

Fig.4 shows the radon concentration before the 7.0 M
earthquake on April 14 2023. The first plot in Fig.4 shows
the results of the radon sensor measurements, Kalman filter
results, and a 7-day moving average. Radon measurements
show fluctuations before March 26 2023, and March 28 2023,
before the April 14 2023, earthquake. The second plot shows
the squared difference between the radon measurements and
Kalman filter results. This plot also shows fluctuations on
March 26 and 28. The proposed method shows that the Kalman
filter can predict small fluctuations on March 29-31, 2023, so
the earthquake precursors that can be used are fluctuations on
March 26, 2023, and March 28, 2023. The proposed method
shows that before the earthquake, precursor signs were found
18-19 days before the earthquake occurred.

Figure 5 shows the radon concentration before the 5.6M
earthquake on June 7, 2023. The first plot shows the fluctuation
of radon concentration on May 26, 2023, May 29, 2023, and
June 1, 2023. The second plot shows the square difference
between the radon measurements and the Kalman filter results.
The plot shows a significant difference between the radon
measurements and the Kalman Filter results on June 1, 2023.
The proposed method shows that the fluctuations on May 28,
2023, and May 30, 2023, can be predicted by the Kalman
filter, so the earthquake precursor that can be used is the
fluctuation on June 1. With the proposed method, it can be seen
that precursor signs were found 5 days before the earthquake
occurred.

Figure 6 shows the radon concentration before the 5.9M
earthquake on June 30, 2023. The first plot shows the fluc-
tuation of radon concentration on June 17-20, 2023 and June
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Fig. 5. Comparison between radon Sensor Measurement and Kalman Filter
before June 07, 2023 Earthquake

Fig. 6. Comparison between radon Sensor Measurement and Kalman Filter
before June 30, 2023 Earthquake

29, 2023. The second plot shows the square of the difference
between radon measurements and the Kalman filter results.
The plot shows a significant difference between the radon mea-
surements and the Kalman Filter on June 17, 2023 and June
18, 2023. The proposed method shows that the fluctuations on
June 19-20, 2023, and June 30, 2023, can be predicted by the
Kalman filter, so the earthquake precursor that can be used is
the fluctuation on June 17-18. With the proposed method, it
can be seen that precursor signs were found 12-13 days before
the earthquake occurred.

Figure 7 shows the radon concentration before the 5.1M
earthquake on July 23, 2023. The first plot shows fluctuations
in radon concentration on July 9-15, 2023, July 18-19, 2023
and July 22, 2023. The second plot shows the square of the
difference between radon measurements and the Kalman filter
results. The plot shows a significant difference between the
radon measurements and the Kalman Filter results on July
22, 2023. The proposed method shows that the fluctuations

Fig. 7. Comparison between radon Sensor Measurement and Kalman Filter
before July 23, 2023 Earthquake

on July 9-15, 2023, July 18-19, 2023 and July 22, 2023, can
be predicted better than the fluctuation on July 22. So, the
earthquake precursor that can be used is the fluctuation on July
22. With the proposed method, it can be seen that precursor
signs were found 1 day before the earthquake occurred.

Figure 8 shows the radon concentration before the 7.1M
earthquake on August 28, 2023. The first plot shows the fluc-
tuation of radon concentration on August 19, 2023, and August
24-28, 2023. The second plot shows the square difference
between the radon measurements and the Kalman filter results.
The plot shows a significant difference between the radon
measurements and the Kalman Filter results on August 24-
25, 2023. The proposed method shows that the fluctuations on
August 15-28, 2023, can be predicted except for fluctuation
on August 24-25, 2023. So, the earthquake precursor that can
be used is the fluctuation on August 24-25, 2023. With the
proposed method, it can be seen that precursor signs were

Fig. 8. Comparison between radon Sensor Measurement and Kalman Filter
before August 28, 2023 Earthquake
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found 3-4 days before the earthquake occurred.
The proposed method, utilizing a Kalman filter to address

the measurement and process uncertainty, was applied to radon
concentration data in the lead up to six significant earthquakes.
The analysis consistently showed that radon sensor measure-
ments displayed fluctuations before each seismic event, with
notable peaks identified days or hours before earthquakes.
The squared differences between the raw sensor data and
Kalman filter predictions revealed significant discrepancies,
often occurring just before the seismic activity, indicating
potential precursors.

Across all six events, radon anomalies were observed
through squared differences, suggesting that the Kalman filter
successfully captured deviations in the data that could be
linked to earthquake precursors. When processed using this
method, the results showed that radon-based signals could
provide useful early warning indicators of upcoming seismic
activity. This approach demonstrated the potential of integrat-
ing radon measurements with Kalman filtering techniques to
enhance earthquake prediction models.

However, this method still has limitations. This method
cannot distinguish between real and fake earthquake precursor
signals. In Figure 3, there are two groups of anomalies,
namely those that occurred on December 27, 29, 2022 and
January 5, 6, and 9, 2023. There is a time difference of
6 days between both precursor groups, so it is still being
determined whether the first precursor group is related to the
January 9, 2023 earthquake or other factors. In the next study,
other detection features besides radon concentration need to
be added to improve predictions. Efforts can be made to use
historical data to predict the estimated time of the earthquake.
In addition, sensor calibration must also be considered to
ensure no changes in sensor characteristics over a long period.

V. CONCLUSION

The Kalman filter was applied to address uncertainties in
sensor measurements and the radon-earthquake phenomenon
by smoothing the data and reducing noise, thereby improving
the reliability of radon concentration readings. Discrepancies
between the filter predictions and raw sensor data suggest the
presence of external factors, likely earthquake precursors. In
all six analyzed events, radon anomalies were effectively cap-
tured through squared differences, demonstrating the potential
of the method as an early warning system for seismic activity.
The proposed method detected precursors 1–19 days before
earthquakes, and future work will focus on predicting specific
earthquake parameters, such as magnitude, time, and location,
to enhance mitigation efforts. Other detection features besides
radon concentration should be added to improve predictions.
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Abstract—In Indonesia, ubiquitous motorcycling poses highly
risk accident without the proper safety equipment. This circum-
stance is exacerbated by the typical lack of compliance in wearing
a helmet which is crucial for riding safety. The research develops
helmet detection technology for motorcyclists based on deep
learning implemented on edge device in real-time. The You Only
Look Once (YOLO) model has a high helmet detection capability
in live testing, with an F1 score of 91.1% for the ’Helmet’ class,
81.7% for the ’Rider’ class, and 33.0% for the ’No Helmet’
class. Computational analysis shows an average CPU usage of
78.0%, average RAM usage of 77.4%, component temperatures
ranging from 33◦C to 65◦C, total average power consumption of
6.5 W, varying GPU usage (from 0.1% to 99%), and an average
frames per second (FPS) of 11. This system is capable of being
implemented as an artificial intelligence of things framework in
the smart city infrastructure.

Index Terms—helmet detection, YOLO, Jetson Nano, AIoT,
Smart City.

I. INTRODUCTION

The use of helmets while riding motorcycles is vital for
ensuring safety. In addition, Helmets provide head protection
and can reduce the risk of head injuries by up to 69% and
the likelihood of fatalities by up to 42% [1]. In Indonesia, the
Traffic and Road Transport Law No. 22 of 2009 mandates that
helmets must comply with national safety standards. However,
enforcing helmet compliance among riders continues to be a
significant challenge. As a result, developing an automated
helmet detection system is crucial to strengthen regulations
and improve overall safety [2].

A recent approach to enhance helmet compliance among
motorcyclists is the use of technology, such as Electronic
Traffic Law Enforcement (E-TLE). E-TLE is a system that
leverages technology to automatically monitor and penalize
traffic violations. E-TLE usually using Closed Circuit Televi-
sion (CCTV) cameras to capture images of violations, which
are processed by the system to detect these infractions [3].

In the E-TLE system, deep learning technology is integrated
into CCTV systems to identify objects in both images and
video footage. Object detection is a fundamental task in
computer vision, with various applications such as facial
recognition, autonomous driving, and surveillance [4]. Some
of the widely used object detection techniques include Region-
Based Convolutional Neural Networks (R-CNN), Faster R-
CNN, Single-Shot Detector (SSD), and You Only Look Once
(YOLO) [5]. This research adopts YOLO because it offers
high-precision object detection in real-time, making it ideal
for helmet detection where quick response is essential.

Application of CNN models like YOLO and the Jetson
Nano platform for data processing has been proposed by many
researchers. Research reported in [6] developed a motorcycle
helmet violation detection system, utilizing YOLO for motor-
cycle detection, GoogleNet for helmet violation classification,
and the Kristan method for object tracking. Furthermore, this
study introduced a low-cost yet high-performance CPU-GPU
system architecture that can handle multiple camera streams
simultaneously. This research proposed low-cost CPU-GPU
system that can detect 97% of helmet violations with a 15%
false alarm rate.

Additional studies covered mask detection systems using
Jetson Nano and TensorFlow. In addition, MobileNetV2 was
utilized for computer vision. The system resulted an average
accuracy of 99.48% in detecting users either not wearing
masks or wearing them incorrectly, and 99.12% in detecting
users who correctly wore masks [7]. Further research explored
the application of computer vision and deep learning to detect
camels on highways to prevented vehicle-camel collisions,
which pose a serious issue in Saudi Arabia and other regions.
This research compared five object detection algorithms: Cen-
terNet, EfficientDet, Faster R-CNN, SSD, and YOLOv8, using
a custom dataset comprising 250 camel images in different
scenarios. The evaluation was conducted based on mean aver-
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age precision (mAP) and mean average recall (AR) at different
intersections over a combined threshold. The findings indicate
that YOLOv8 is the most accurate and efficient algorithm, with
CenterNet following closely behind [8].

Moreover, another study introduced the use of YOLOv5
and ensemble learning techniques to detect automatically and
classify motorcyclists and their passengers based on helmet
usage. The model achieved a high mean average precision
(mAP) score of 0.526 on test data, successfully identifying
most classes despite variations in video lighting and weather
conditions. However, the model was not applicable for real-
time use due to challenges such as the effects of the operating
devices, changed in lighting conditions, detected obstacles, and
distinguished of diversity of motorcycles and helmets. These
factors might impact the model’s effectiveness and reliability
in practical, real-world applications [9]. This research aimed to
enhance the accuracy, effectiveness, and efficiency of helmet
detection using technologies such as the YOLOv8 model.

Therefore, this study are expected to contribute to the
development of E-TLE by improving the accuracy and reli-
ability of helmet detection, thereby assisting law enforcement
in minimizing ticketing errors. Furthermore, this research is
anticipated to raise public awareness about the importance of
adhering to driving regulations and using appropriate safety
equipment, particularly helmets, to foster a safer driving
environment [10].

II. RESEARCH METHODOLOGY

In this research, a helmet detection system is implemented
using Convolutional Neural Network (CNN) methodology.
The YOLOv8 model is used, which is a sophisticated object
detection model enhanced for both speed and accuracy relative
to earlier YOLO versions. The system is designed for real-
time detection, utilizing the Jetson Nano platform for model
processing and a webcam for data input.

A. Data Acquisition and Data Preprocessing

During the data acquisition phase, choosing the right loca-
tion, timing, and recording methods is critical. High-quality
data acquisition is a fundamental step in the development
of a helmet detection system. This phase includes collecting
relevant images or videos and ensuring precise annotations,
which will be utilized to train and evaluate the YOLOv8
model. The data were independently collected as video footage
using a Logitech C270 webcam and subsequently converted
into image frames during the data pre-processing phase. The
categories used in this research were ‘Rider’ for motorcyclists,
‘Helmet’ for those wearing helmets, and ‘No Helmet’ for those
not wearing helmets. Videos for the ‘Helmet’ and ‘Rider’
classes are captured on the Cilegon highway from the Cilegon
pedestrian overpass, a site was selected for its high volume of
helmet-wearing motorcyclists. On the other hand, data for the
‘No Helmet’ class are gathered from areas with significant foot
traffic, like crowded public spaces, to ensure a diverse dataset.
For this research, data collection took place at the Phinisi

Pedestrian and Bicycle Bridge (JPOS) and Martha Tiahahu
Literacy Park.

Data pre-processing aims to develop a dataset for training
the YOLOv8 model. The dataset was divided into three
segments: training, validation, and testing, all sourced from
the previously recorded videos. These videos are processed to
pre-processing involving three different steps. In this stage, the
successfully extracted frames are stored in .jpg format. Out of
8 training videos, 7922 frames were extracted, annotated with
the relevant classes, and subsequently reduced to 3513 frames
due to their relevance. The remaining frames, considered
less relevant, were then horizontally augmented using the
augmentations library to produce a total of 7026 frames.

B. Dataset Training

The dataset training process begins with preparing the
previously created dataset. For training the helmet violation
detection model, this study employs the smallest version of
the YOLOv8 architecture, namely YOLOv8n.

Fig. 1. Dataset Training

Fig. 1 illustrates that the model training process is carried
out with the assistance of Google Colab, ClearML, and the
PyTorch library. The result of this training was a detection
model that will be employed in the testing phase. In this phase,
the model would be assessed using new data from the test set.
It is essential that the test data have similar characteristics to
the training data to ensure that the testing results are valid.

TABLE I
HYPERPARAMETER CONFIGURATION

Hyperparameter Selected Value
Epochs 50
HSV-Hue augmentation 0.01
HSV-Saturation augmentation 0.5
HSV-Value augmentation 0.0
Translate 0.0
Degrees 0.0
Scale 0.1
Flip Left-Right 0.0
Flip Up-Down 0.0
Mosaic 0.0
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Table I presents the best hyperparameter configuration for
the custom YOLOv8 model after several experiments and
fine-tuning. The configurations listed in the table reflect the
changes made, while those not listed were set to their de-
fault values. In addition, reducing the additional augmentation
values or setting them to zero resulted in a better-performing
model compared to using higher augmentation values or the
default YOLOv8 settings.

C. Detection System Design

This process aims to develop a helmet violation detection
system based on the YOLOv8 model that has been created.
Fig. 2 illustrates the overall system procedure during testing.
The custom model was integrated with ByteTrack. Integrating
ByteTrack with the trained YOLOv8 model enhances the hel-
met detection system’s efficiency by minimizing the required
cropping. The system would detect helmet users with a green
bounding box, while violators are marked with a red bounding
box. Additionally, a snapshot of the violators, in the form of
image files, is taken and saved into a folder designated for
violators.

Fig. 2. Helmet Detection System

D. Deployment System

Fig. 3. Helmet Detection System

In the scheme shown in Fig. 3, the Jetson Nano was powered
by a power bank and connected to a WiFi hotspot generated
by a smartphone. Furthermore, a laptop will connect to the
same hotspot. Once both devices were connected to the WiFi
network, the Graphical User Interface (GUI) of the Jetson
Nano can be accessed via remote desktop connection or Secure
Shell (SSH) access. From this point, the real-time detection
system will be initiated through the laptop.

Fig. 4. System Testing Arrangement

Fig. 4 shows the performance testing process of the system.
When initiating the system and starting the live feed, ‘jtop’
was initially shown to track device statistics and assess the
Jetson Nano’s performance during the live feed. The system
also includes a data logger that records data in .txt format for
subsequent evaluation of the Jetson Nano.

III. RESULT AND DISCUSSION

A. Training Model Analysis

Fig. 5 shows that the confusion matrix representing the
model’s performance in classification. The model accurately
classified ‘Rider’ 776 times out of 864 annotations and ‘Hel-
met’ 778 times out of 899 annotations, indicating high true
positive rates for these two classes. However, ‘No Helmet’
was correctly identified only 45 times out of 117 annotations,
which is lower compared to the other two classes. The
‘background’ class, representing non-object areas detected by
the YOLOv8 model, correlates with false negatives and false
positives to provide a more comprehensive view. Detection
errors occurred as follows:

1) The ‘Rider’ class was predicted as ‘background’ 88
times.
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Fig. 5. Training Model Confusion Matrix

2) The ‘Helmet’ class was predicted as ‘No Helmet’ once
and ‘background’ 120 times.

3) The ‘No Helmet’ class was predicted as ‘Helmet’ 30
times and ‘background’ 42 times.

In addition, the model often classified ‘background’ as
object classes, including 6 instances for ‘Rider,’ 59 for ‘Hel-
met,’ and 21 for ‘No Helmet.’ The confusion matrix analysis
provided insights into these classification challenges.

TABLE II
TRAINING MODEL METRIC EVALUATION RESULTS

Class Precision Recall mAP50 mAP50–95 F1–score
All Classes 85.9% 87.9% 90.4% 50.5% 86.8%

Rider 95.6% 93.8% 97.7% 68.0% 94.5%
Helmet 81.3% 91.5% 92.7% 46.2% 85.9%

No Helmet 80.6% 78.3% 80.7% 37.3% 79.4%

Table II presents the evaluation results for YOLOv8, in-
dicating a precision of 85.9% and a recall of 87.9%. The
low mAP50-95 score highlights difficulties in object detection
at high Intersection over Union (IoU) values. The detection
performance for ‘Rider’ is satisfactory, with high scores in
precision, recall, mAP50, mAP50-95, and F1-score. For ‘Hel-
met,’ although recall is high, precision is lower, resulting in
more false positives at elevated IoU levels. The ‘No Helmet’
detection showed balanced performance but faced challenges
at high IoU thresholds. These issues were likely due to com-
plex object shapes, varying lighting conditions, environmental
obstructions, and a potentially unrepresentative or imbalanced
training dataset.

Fig. 6 presents the precision-recall curves, which demon-
strate the balance between precision and recall at different
threshold levels for the three classes and overall performance.
The ‘Rider’ class has the highest Average Precision (AP)

Fig. 6. Training Model Precision-Recall Curve

of 0.977, followed by ‘Helmet’ at 0.927, and ‘No Helmet’
at 0.807, with an overall mean Average Precision (mAP) of
0.904 at an IoU of 0.5. The curves reveal high precision with
low recall, indicating effective identification of easily detected
positive cases by the model. However, as recall increased, pre-
cision decreased, reflecting difficulties in accurately detecting
all positive cases. The Area Under the Curve (AUC) assessed
the model’s capability to distinguish between classes, with a
curve closer to the top-right corner signifying better model
performance.

B. Testing Model on Video Analysis

At this stage, the trained model proceeds to testing by inte-
grating it with the ByteTrack tracking algorithm and analyzing
its performance on video data. The evaluation parameters were
consistent with those applied previously.

TABLE III
MODEL PREDICTION AND EVALUATION RESULTS ON MORNING TESTING

VIDEO

Class Actual Predictions Precision Recall F1
TP FP FN –score

Rider 350 350 12 0 96.7% 100% 98.3%
Helmet 443 443 48 0 90.2% 100% 94.9%

NoHelmet 30 24 10 6 70.6% 80% 75%

Table III displays the prediction and evaluation results of the
model under morning lighting conditions. The ‘Rider’ class
exhibits the highest precision at 96.7%. Both the ‘Rider’ and
‘Helmet’ classes achieve perfect recall values of 100.0%, while
the ‘No Helmet’ class has a recall of 80.0%. The highest
harmonic mean between precision and recall was found in
the ‘Rider’ class, at 98.3%. Despite the model’s accuracy for
‘Rider’ and ‘Helmet’, there were instances of false positives
involving non-actual objects and backgrounds, as well as
incorrect predictions for other classes. The ‘No Helmet’ class
suffers from both false positives and false negatives, impacting
the evaluation scores.
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TABLE IV
MODEL PREDICTION AND EVALUATION RESULTS ON DAYTIME TESTING

VIDEO

Class Actual Predictions Precision Recall F1
TP FP FN –score

Rider 381 381 24 0 94.1% 100% 96.9%
Helmet 481 480 44 1 91.6% 99.8% 95.5%

NoHelmet 19 13 25 6 34.2% 68.4% 45.6%

Table IV outlines the model’s prediction and evaluation re-
sults for midday lighting conditions. The ‘Rider’ and ‘Helmet’
classes achieved high precision, while the ‘No Helmet’ class
had a lower precision of 34.2%. Both the ‘Rider’ and ‘Helmet’
classes reached perfect recall, with the ‘Rider’ class achieving
nearly perfect performance and the ‘Helmet’ class almost
reaching 100%. However, the ‘No Helmet’ class had a lower
recall of 68.4%. The ‘Rider’ class showed the highest f1-score
of 96.9%, whereas the ‘No Helmet’ class only reaches 45.6%.
Prediction errors for ‘No Helmet’ include false positives with
non-actual objects and background and misclassifications of
other classes. Furthermore, some ‘No Helmet’ violations were
missed or resulted in false negatives, affecting the overall
evaluation of this class.

TABLE V
MODEL PREDICTION AND EVALUATION RESULTS ON EVENING TESTING

VIDEO

Class Actual Predictions Precision Recall F1
TP FP FN –score

Rider 610 607 5 3 99.2% 99.5% 99.4%
Helmet 728 721 53 7 93.2% 99.0% 96.0%

NoHelmet 16 11 23 5 32.4% 68.8% 44.0%

Table V presents the evaluation results of the model under
evening lighting conditions. The ‘Rider’ and ‘Helmet’ classes
exhibit high precision, with values of 99.2% and 93.2%,
respectively, whereas the ‘No Helmet’ class shows a very low
precision of just 32.4%. Both ‘Rider’ and ‘Helmet’ classes
also demonstrate good recall, but the ‘No Helmet’ class had a
low recall of 68.8%. The f1-score, representing the harmonic
mean of precision and recall, was highest for the ‘Rider’ class
at 99.5%, while it is significantly lower for the ‘No Helmet’
class, at 44.0%.

The prediction errors for the ‘No Helmet’ class were at-
tributed to false positives related to non-relevant objects and
background, along with incorrect predictions in other classes.
Moreover, some instances across the three classes were either
missed or incorrectly classified as false negatives, impacting
the overall performance assessment. This indicates a need to
refine the model’s ability to differentiate the ‘No Helmet’
class to reduce detection errors and improve overall model
effectiveness.

C. Jetson Nano Live Feed Analysis

At this stage, the developed model and system were tested in
a real-world setting using the Jetson Nano. This testing aimed
to assess the system’s ability to detect objects in real-time
across three different lighting conditions: morning, midday,
and evening, over a 25-minute period. Evaluation metrics
such as precision, recall, and f1-score were analyzed, like
previous evaluations. Additionally, the system’s performance
on the Jetson Nano were reviewed, focusing on resource
usage including CPU, RAM, and GPU. This thorough analysis
helps to gain a comprehensive understanding of the system’s
performance and highlights areas that might require further
enhancement.

Fig. 7. Real-time Helmet Detection System Interface using Jetson Nano

Fig. 7 illustrates the GUI of the helmet detection system
being operated on a laptop through remote access applications
like PuTTY. On the right side, there was a jtop window used to
assess performance and analyze resource usage on the Jetson
Nano during the operation of the helmet detection system.
This evaluation includes an analysis of the Jetson Nano’s
performance with a focus on monitoring CPU usage (CPU1 to
CPU4), RAM, GPU, component temperature, thermal power,
and total power consumption during system operation.

The key factors affecting the real-time performance of the
helmet detection system were the model performance and the
computational demands. The average performance for each
class was calculated from the model obtained under different
lighting conditions.

TABLE VI
OVERALL TESTING RESULTS

Class Precision x̃ Recall x̃ F1–score x̃
Rider 99.7% 74.5% 81.7%

Helmet 98.9% 85.9% 91.1%
NoHelmet 31.0% 47.8% 33.0%

All Classes x̃ 76.5% 69.4% 68.6%

Table VI shows in the helmet detection system testing
cases, the ’Helmet’ class had a higher f1-score compared to
other classes. The class with the lowest performance was ’No
Helmet’. This indicates that the model had difficulty distin-
guishing the ’No Helmet’ class from other classes, particularly
from the ’Helmet’ class. The low performance of the ’No
Helmet’ class affects the overall evaluation of the model,
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resulting in a relatively low f1-score of 68.6%. This was due
to a high number of false positives and false negatives.

Fig. 8. False Positive Cases in Live Feed

Fig. 8 shows various instances of false positives encoun-
tered during live testing. Motorcyclists without helmets were
frequently identified as ’Helmet’ class, especially when ap-
proaching the camera or moving out of sight, leading to
inconsistent detection results. The ’No Helmet’ class often
includes false positives with pedestrians, who were not the
intended targets of the helmet detection system. In the ’Rider’
class, motorcyclists traveling in the wrong direction or on
different lanes were occasionally detected, although this was
rare. This problem was due to the camera’s excessively wide
angle, covering irrelevant areas. Further challenges include
differentiating between headgear like hats, scarves, and hel-
mets, as well as detecting bicycles and other non-motorized
vehicles. Roadway artifacts also affect detection for ’Helmet’
and ’No Helmet’ classes, which was likely caused by lighting
conditions and a less representative dataset.

Fig. 9. False Negative Cases in Live Feed

Fig. 9 displays several instances of false negatives ob-
served during live testing, particularly for the ’Rider’ and
’No Helmet’ classes. During daytime testing, bounding box
detection was frequently missed across all three classes. In
the evening, the ’Rider’ class was more often overlooked due
to dim lighting and the illumination of motorcycle lights,
which results in blurring when objects move quickly. High
light intensity during the day and the rapid movement of
riders also contribute to false negatives. Utilizing ByteTrack to
minimize redundancy or excessive duplication in the cropped
motorcyclist detection results has demonstrated substantial
efficiency and effectiveness, despite some minor errors that
could be due to the model itself.

Fig. 10 shows the ’violation’ folder, which includes cropped
images without the tracking system. It was evident that there
were numerous duplicate images of the same objects, espe-

Fig. 10. Cropping Results without Tracking System

cially when the ’No Helmet’ class overlaps with the ’Rider’
class, leading to a total of 218 images in one folder.

Fig. 11. Cropping Results with Tracking System

Fig. 11 displays the ’violation’ folder with cropped images
processed using the integrated tracking system. The duplica-
tion of images of the same object has been notably reduced,
particularly when the ’No Helmet’ class overlaps with the
’Rider’ class, leading to only 25 images within one folder.

The performance of the Jetson Nano system may be im-
pacted by computational demands, especially in edge com-
puting scenarios. Discrepancies between the calculated FPS
and the actual display on the screen were frequently ob-
served, particularly during remote access testing. This could
be attributed to latency and bandwidth issues due to the
back-and-forth data exchange between the Jetson Nano and
the remote device. The processing of live feeds and the AI
model also put a load on the components, raising temperatures
and potentially causing thermal throttling, especially in high-
temperature environments. Furthermore, the ’System throttled
due to over-current’ notification may appear if high-power
USB devices were used, surpassing the system’s electrical
handling capacity.

IV. CONCLUSION

The motorcycle helmet detection system, utilizing deep
learning with the YOLOv8 model, has been successfully
deployed in real-time with the Jetson Nano on roadway. This
system also performs automatic cropping images of offenders
not wearing helmets. During testing, the model achieved an
F1-score of 91.1% for helmet detection, 81.7% for rider
detection, and 33.0% for detecting offenders without helmets.
In terms of system performance on morning, midday and
evening over 25 minutes, average CPU usage was 78.0%,
average RAM usage was 77.4%, device temperature ranged
from 33◦C to 65◦C, average power consumption was 6.5 W,
and average FPS was 11, although GPU usage is fluctuated
between 0.1% and 99%.
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Abstract—The stock market is a compelling arena for in-
vestors and researchers. Its movement is influenced by various
global factors, including public information, social conditions,
macroeconomic policies, and the political climate of a nation.
Given the multitude of factors, news regarding stocks can
serve as a significant criterion in the decision-making process
for buying or selling stocks. This study employs pretrained
transformer models, including FinBERT, FinancialBERT, and
FinBERT-tone, to evaluate sentiment in stock news. Technical
stock indicator features, including Moving Average, Moving
Average Convergence Divergence (MACD), Bollinger Bands, and
Relative Strength Index (RSI), are utilized to enhance the model.
The two datasets are subsequently merged by modifying the
index, and the training procedure is executed utilizing deep
learning and ensemble learning techniques in the format of a
Voting Classifier. These methods pertain to four categories of
Recurrent Neural Network (RNN) architectures: Long Short-
Term Memory (LSTM), Bidirectional Long Short-Term Memory
(Bi-LSTM), Gated Recurrent Unit (GRU), and Bidirectional
Gated Recurrent Unit (Bi-GRU). The Voting Classifier model
employs comprehensive deep learning techniques, leveraging all
technical indicator features and sentiment labels to achieve
optimal accuracy when evaluated on BBRI stock, targeting a 50-
day period, with four classification labels and a 30-day sliding
window. The accuracy achieved with this strategy was 94.22%

Index Terms—Stock Prediction, LSTM, GRU, Voting, Techni-
cal Indicators, Sentiment Analysis, Deep Learning

I. INTRODUCTION

Stocks are the most recognized financial market instrument
to date. The fluctuation of stock prices is affected by public
information, social conditions, macroeconomic policies, and
the political climate of a nation, among other factors.

With the growing interest in Natural Language Processing
(NLP), there is an increasing awareness of stock news senti-
ment analysis and its applications in stock market strategies
among both academics and practitioners. Numerous studies
indicate that financial news serves as a crucial information
source for investors, who adjust their trading actions based
on their sentiment towards the news, subsequently influencing
stock market movements [2]. Nonetheless, relying solely on
news sentiment analysis is insufficient for decision-making.
Consequently, incorporating additional features, such as tech-

nical indicators, into historical stock data can enhance the
precision of stock investment decision-making.

The progression of computing technology has led to numer-
ous approaches for developing predictive systems available in
the market. The preliminary techniques established typically
rely on template matching within trading charts, as exemplified
by [3]. In a review of articles on predictive systems, [4]
noted that classifiers can be effectively utilized to forecast
financial data. A classifier is a system that generates output
labels for predicted input data. In addition to stock trading
data, news or issues pertaining to technical or non-technical
aspects of a stock, group of stocks, or industrial sector can
also influence stock price fluctuations. In addition to technical
analysis, an analysis of news sentiment is also required.
The study [5] aimed to analyze news through text mining
techniques to forecast daily stock fluctuations, subsequently
[6] examined news sentiment utilizing the Naı̈ve Bayes and
K-Nearest Neighbor (K-NN) classifiers, and [7] employed
Support Vector Machine (SVM) for analysis. The most recent
technique for news sentiment analysis employs deep learning
methods, specifically Convolutional Neural Networks (CNN),
Long Short-Term Memory (LSTM), or a CNN-LSTM hybrid,
which enhances performance [8], [9].

Based on this, [10] combines stock price data series in-
formation and news sentiment analysis for stock price pre-
diction with Naı̈ve Bayes and SVM. While the latest [11]
performs price prediction with stock price data series input
and optimized NN-based sentiment analysis, and [12] uses
the deep learning concept (LSTM). Recently, [13] fused it
with the sentiment of news headlines scored with FinBERT.
The prediction results are used for predicting the price one
day ahead with LSTM. Because it is only one day ahead, the
accuracy is not very good and it does not provide an alternative
for holding over several days ahead.

The addition of news sentiment analysis adds accuracy
to price predictions, but [10]- [12] all do not display the
buy, sell, or hold predictions needed by investors. Therefore,
this study will conduct stock buy and sell predictions based
on historical data and news sentiment analysis using deep
learning, which has proven to be good for data series. Stock
news data is collected from the CNBC Indonesia, Bisnis, and
Kontan websites, while historical stock data will be collected979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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from Yahoo Finance.
By using this method, it is expected that the prediction

model can provide a comprehensive understanding of the
dynamics of stock market movements. It is also expected that
this study can help provide an overview of stock buy/sell pre-
dictions and can be used as a strong reference in considering
decisions in the future stock investment process.

II. LITERATURE REVIEW

A. Stock Technical Indicators

Technical indicators are a series of data points generated
from the use of a formula on certain stock price data [14].
Technical indicators use stock prices as input for their calcula-
tions and usually the closing price of a stock is used in a trade.
The types of technical indicators used in this study can be seen
in Table I, where Ct is the closing price, DIFF: EMA(12)t -
EMA(26)t, EMA is exponential moving average, α smoothing
factor: 2/1 + k, k is time period of k day exponential moving
average, MAn: n-day Moving Average, Upt means the upward
price change, Dwt means the downward price change at time
t.

TABLE I
SELECTED TECHNICAL INDICATORS AND THEIR FORMULAS

indicators Formulas

n-day Moving Average
Ct + Ct−1 + · · ·+ Ct−n

n
Exponential Moving Aver-
age (EMA)

EMA(k)t−1 + α× (Ct − EMA(k)t−1)

Moving Average
Convergence Divergence
(MACD)

MACD(n)t−1 +
2/n+ 1× (DIFFt −MACD(n)t−1)

Bollinger Bands MAn ± 2

√∑n
i=1(Ct −MAn)2∑n

i=1 Ct

Relative Strength Index
(RSI)

100n − 100

1 +

( ∑n
i=1 UPt−1/n∑n
i=1 DWt−1/n

)

B. Sentiment Analysis

Sentiment analysis is a technique or method used to identify
how a sentiment is expressed using text and how that sentiment
can be categorized as positive or negative sentiment [15].

Text mining is the process of exploring and analyzing large
amounts of unstructured text data with the help of software that
can identify concepts, patterns, topics, keywords, and other
attributes in the data [16].

Preprocessingor preprocessing is the process of preparing
and transforming data that is useful for better output [17].
This process consists of several stages, such as case folding,
translation, tokenization, stopword filtering, and lemmatization
or stemming [18].

• Folding case is a process where all letters in a document
are changed to lowercase.

• Translation is a language translation process that uses a
translator’s dictionary.

• Tokenization is the process of breaking down sentences
into specific groups of words.

• Filtering Stopwords is the stage of removing important
words from the token results.

• Lemmatization is the removal of word inflection to its
original form.

C. Transformer Models

Model transformer, provides substantial solutions to long-
standing problems faced in sequence manipulation, breaking
the norm at an astonishing rate in the NLP research space [19].

BERT is a deep bidirectional model that has been pre-
trained on a plain, unlabeled text corpus (such as Wikipedia
and a book corpus) to obtain statistical property representa-
tions of the English language [20].

FinBERT is a model developed by Araci.trained using a
dropout probability of 0.1, a warm-up proportion of 0.2, 64
maximum sequence lengths, 2e-5 learning rate, 64 mini batch
sizes, and 6 epochs. Financial sentiment prediction training is
done by adding a dense layer after the last hidden state of the
token [21].

The Financial BERT model is a Hazourli brainchild model
that is pre-trained using the financial corpus of Reuters,
Bloomberg News, EDGAR database, transcripts of earnings
calls between companies, analysts, investors, and the media.
This model was trained for 23 days using standard BERT
optimization parameters, namely using AdamWeight decay as
the optimizer, 5e-5 learning rate, 32 batch size, 0.1 dropout
rate, and 512 maximum sequence lengths [22].

The FinBERT-tone model is a brainchild of Yang et.al.
which is trained using corporate reports from 10K & 10Q,
earnings call transcripts, and analysis reports. This model is
initiated from the original BERT-Base uncased/cased model,
which is then pre-trained using a financial corpus of 250
thousand iterations at a lower learning rate of 2e-5 [23].

D. Pseudolabeling for Model Fine-tuning

Pseudolabeling is the process of generating labels for un-
labeled data based on predictions from a previously trained
model, effectively using the model’s own inference to aug-
ment the training data. Formula ŷi = argmaxP (yi | xi; θ)
describes the pseudolabeling algorithm with is the pseudolabel
for the i-th data point, is the input, and P (yi | xi; θ)yixi is
the probability of the label given the input as predicted by the
model with parameters θ [24].

The pseudolabeling process carried out in this study
involves a fine-tuning method of the pre-trained model to be
used. Fine-tuning of the pre-trained model is carried out so
that the model can be more generalized with the dataset to
be trained [25].

E. Stock Buy/Sell Prediction

Before carrying out the stock buy/sell prediction process,
several stages need to be carried out first, namely the process
of dividing the dataset, normalizing the data, and training the
dataset.

Split datasetis the process of dividing the data composi-
tion into two, namely training data and testing data. After
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separating the dataset, data normalization is carried out using
the Standard Scaler function. Standard Scaler receives dataset
information and adjusts it in each component and will scale it
in such a way that its distribution is around 0, with a standard
deviation of 1 [18].

Deep Learningis one of the developments of Machine
Learning which consists of a high-level abstraction modeling
algorithm on data using a set of non-linear transformation
functions which are arranged in layers and in depth [26].

LSTM (Long Short-Term Memory) designed by Hochreiter
and Schmidhuber, is able to overcome the limitations of RNN
by using hidden layer units known as memory cells [27].

Bidirectional Long Short Term Memory(Bi-LSTM) consists
of two different LSTM hidden layers with the same output in
opposite directions. With this architecture, both past and future
information are exploited in the output layer [27].

GRU (Gated Recurrent Unit) is a simple variant of LSTM
which has two gates, the first is the update gate which consists
of an input gate, a forget gate, and a reset gate [27].

Bidirectional Gated Recurrent Unit(Bi-GRU) is a sequence
processing model based on two GRUs. Where one takes input
in the forward direction, while the other takes it backward,
thereby helping the model in producing more reliable decisions
[28].

The ensemble approach is done by combining the outputs
of various base classifiers to improve the performance of
the system. Most systems use a homogeneous ensemble
approach by combining the same base classifiers with
different hyperparameters [29].

F. Recursive Feature Elimination with Cross-Validation
(RFECV) and Principal Component Analysis (PCA)

Recursive Feature Elimination with Cross-Validation
(RFECV) is an algorithm that functions to remove redundant
features and has little impact on prediction results. The
main objective of the RFECV algorithm is to select the
best features from a number of attributes through automatic
cross-validation [30].

Principal Component Analysis (PCA) is a statistical method
that uses orthogonal transformations to turn features that might
be related into a set of features that are not related in any way.
These features are called principle components. It’s important
to know that PCA is affected by how big the original features
were [31]. It creates new extracted vectors that are orthogonal
basis sets that are not related to each other.

III. METHODOLOGY

The proposed system design can be seen in Fig. 1 The
stages include collecting stock news data and historical stock
data, data preprocessing, model finetuning, sentiment analysis
for news data, technical indicator calculations, buying/selling
strategy planning for historical data, merging the two data,
model training, and evaluation at the final stage.

Fig. 1. The proposed system design, stock buy/sell prediction based on
technical analysis indicators and news sentiment using deep learning

A. Data collection

The dataset used for the prediction process is divided into
two sectors, namely the financial sector and the basic materials
sector. Each stock will take data from the past 5 years starting
from September 2018 to September 2023.

B. Preprocessing Historical Data and Stock News

After obtaining historical stock data, the buy/sell target
labeling process is initiated based on the daily difference and
the chosen investment strategy, which includes daily target
variations and threshold percentages for buy/sell decisions.
This strategy uses four labels: strong sell, weak sell, weak buy,
and strong buy, based on the thresholds set in the experimental
scenario. For technical analysis, indicators such as 200-day
EMA & SMA, MACD, Bollinger Bands, and RSI are calcu-
lated using the ’ta-lib’ library. Furthermore, the preprocessing
stage for sentiment analysis on news titles includes translation
using Deep Translate, case folding, tokenization, stopword
removal, and lemmatization or stemming with the help of the
NLTK library.

C. Stock News Sentiment Analysis

The training process to obtain news headline sentiment
is carried out using preprocessed data and the pre-trained
FinBERT model from Hugging Face Transformer. Training
begins by creating a pipeline that inputs the model and its
type, receives preprocessed data, and produces two outputs:
predicted labels and confidence scores.
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After obtaining sentiment data from BBRI stock news, it is
continued by comparing and determining the best pre-trained
model when combined with historical data. This process in-
volves fine-tuning using specific news headlines and hyperpa-
rameter tuning to optimize the model. Finally, pseudolabeling
is performed with all data and parameters that have been set,
repeating the fine-tuning process until the majority of the data
is labeled, with the initial data being the ground truth.

D. Model Merger

The sentiment data contained a significant amount of news
information in a single day prior to the data merging process.
This is due to the inconsistency in the number of news items
appearing each day, which can result in multiple news items
appearing in a single day or none at all. To address this issue,
the author created a program that calculates the mode of the
most labels on a given day to represent sentiment. To further
strengthen sentiment’s influence on the model training process,
the author added one more label containing the sum of all
sentiments in one day.

Then, using historical data, you can combine the data. How-
ever, before combining, ensure that the index of both data sets
follows the same format, specifically the date format. After the
combining process, set the NaN value in the sentiment label
to 0 to signify a day without any stock news.

Fig. 2. Neural Network Structure for All Model

E. Model Training Using Deep Learning

There are many built-in features in a deep learning model
that can tell you when to buy or sell stocks. These include
stock values (open, high, low, close, and volume), technical
indicators (EMA, SMA, Bollinger Bands, MACD, and RSI),
and news sentiment values (total sentiment and majority
sentiment) with the label ”Action” made from historical data.
This model has several layers that were set up in the testing
scenario, and the last layer is activated by softmax. A loss
function called ”categorical-crossentropy,” an optimizer based
on the testing scenario, and accuracy as the metric are used to
build the model. In all tests, this model’s structure stays the
same, with the same number of layers and neurons, as shown
in Fig. 2.

IV. EXPERIMENT AND DISCUSSION

In order to obtain good evaluation results, testing will
be carried out using several scenarios which will then be
compared and analyzed simultaneously at the end of the
research.

A. Experiment I, News Sentiment Labeling Analysis

The analysis of the accuracy of news sentiment labeling
was carried out by comparing the models (FinBERT, Finan-
cialBERT, and FinBERT-tone), hyperparameter tuning (max
length = [16, 32, 64, 128], length size = [8, 16, 32, 64],
and learning rate = [1e-4, 1e-5, 1e-6]), and comparison of
pseudolabeling methods. The test results can be seen in Table
II

Table II shows that the FinBERT-tone model, which was
selected as the best model out of the three tested models,
successfully provided accurate stock sentiment predictions
with a high level of confidence using optimization parameters
of max length = 32, batch size = 16, and learning rate = 1e-5.

In the pseudolabeling trials, it showed more accurate sen-
timent predictions compared to other scenarios, which is
likely due to the gradual use of pseudolabeling, compared to
scenarios that classify a large amount of data at once, causing
bias in the results.

TABLE II
NEWS SENTIMENT LABELING ANALYSIS EXPERIMENT RESULTS

Parameter Best Method Metric Value (%)

News Data Translation (Without Stemming) Accuracy 58.80

Pre-trained Model FinBERT-tone Average Confidence Level 99.00

Hyper-parameter Tuning

Max Length = 32 Validation 52.95

Batch Size = 16 Loss 31.47

Learning Rate = 1e-5 Validation 52.95

Pseudo-labeling Per-stock Average Confidence Level 99.48

B. Experiment II, Stock Buy/Sell Strategy

TABLE III
EXPERIMENTAL RESULTS OF STOCK BUY/SELL STRATEGY

Parameter Best Method Metric Value (%)

Target Day (2 labels) 50 days Accuracy 84.00

Classification Labels 4 Label Accuracy 74.03

Threshold 14 % Accuracy 77.93

The Stock Buy/Sell Strategy is carried out by comparing
the target days (1, 5, 20, 50), the stock buy/sell prediction
label strategy (sell/buy, sell/hold/buy, and sell/sell weak/buy
weak/buy), and the threshold (11%, 12%, 13%, 14%). The
results of the stock buy/sell strategy trial can be seen in Table
III

Table III identifies the best method of stock buy/sell pre-
diction using a 50-day target with four prediction labels and a
threshold of 13%, although a more detailed evaluation shows
that four labels do not always produce the best evaluation
compared to other scenarios. However, four labels were chosen
to provide deeper insight to decision makers, allowing for
more precise identification of the right time to buy or sell,
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as opposed to fewer labels that may limit effective decision-
making capabilities.

The buy/sell criteria using 4 labels can be seen in Table
IV, where the lower and upper thresholds are the limits for
strong/weak predictions. The pseudolabeling analysis shows a
comparison of evaluation values based on threshold percentage
scenarios, with an estimated stock movement range of 11%-
14%, providing insight into the influence of thresholds in
predicting BBRI stock movements.

TABLE IV
BUY/SELL LABELING CRITERIA WITH 4 LABELS

Label Requirements Label
Lower Threshold > Target Sell
Lower Threshold ≤ Target < Close Price Sell (Weak)
Upper Threshold ≥ Target ≥ Close Price Buy (Weak)
Upper Threshold < Target Buy

C. Experiment III, Comparison of Stock Prediction Perfor-
mance

Comparison of Stock Prediction Performance is done by
measuring the performance of LSTM, Bi-LSTM, GRU, Bi-
GRU, and Voting methods. The test results can be seen in
Table V, with the highest accuracy of 94.22% with voting of
all models.

TABLE V
BUY/SELL LABELING CRITERIA WITH 4 LABELS

Model Precision (%) Recall (%) F1-score (%) Accuracy (%)

LSTM 91.50 91.11 91.06 91.11

Bi-LSTM 91.23 91.11 91.13 91.11

GRU 89.24 88.44 88.35 88.44

Bi-GRU 90.43 90.22 09.017 90.22

Voting (All Models) 94.24 94.22 94.22 94.22

Fig. 3. Comparison of Accuracy between Deep Learning Models and
Machine Learning Models on 10 Stocks.

D. Trial IV, Comparison of Prediction Performance with Deep
Learning with Machine Learning

We conducted a comparison of prediction performance be-
tween deep learning and machine learning on 10 stocks, using

deep learning as the voting method for LSTM, Bi-LSTM,
GRU, and Bi-GRU. Machine learning utilizes the Random
Forest, AdaBoost, XGBoost, SVM, and K-NN methods for
voting. Fig. 3 displays the test results.BBRI, BMRI, and
BBCA are the three stocks where the deep learning method
significantly outperforms the machine learning method. On
7 stocks, specifically BBNI, BBTN, SMGR, BRPT, INTP,
INCO, and MDKA, the machine learning method slightly
outperforms the deep learning method. Therefore, we can
conclude that neither method is better than the other

V. CONCLUSION

The study’s trials and discussions yielded the best evaluation
results using a 30-day sliding window and the Voting Classifier
method with all model estimators. This method significantly
improved accuracy using previously obtained sentiment labels
and all technical indicator features, reaching 94.22%. These
results conclude that the Voting Classifier method, utilizing all
models, performs well on data with relatively high complexity.
However, for data with low complexity, models such as Bi-
LSTM and Bi-GRU are able to produce better accuracy
compared to LSTM, GRU, and ensemble methods.
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Abstract—Parking challenges are increasingly significant in
urban areas, particularly in nations with high numbers of
private vehicles, such as Indonesia. Conventional parking systems
often struggle to effectively identify available spaces, leading to
wasted time, congestion, and environmental issues. This study
addresses these challenges by implementing YOLOv5, a deep
learning-based object detection model, to improve the efficiency
and accuracy of vacant parking space detection. The proposed
system processes video input from parking areas to detect vehicle
presence and determine the occupancy status of designated
parking spaces. A dataset of 3,843 images was compiled for model
training and testing, encompassing diverse conditions to enhance
detection robustness. The model’s performance was tested on two
video samples recorded under different environmental conditions,
achieving a high accuracy rate of 96.4% in detecting vacant
and occupied spaces. These results underscore the potential
of YOLOv5 for optimizing parking management, reducing the
limitations of traditional systems, and providing a scalable
solution for smart city infrastructure.

Index Terms—Smart Parking, YOLOv5, Object Detection,
Parking Management

I. INTRODUCTION

Parking issues represent one of the primary challenges in
major cities, especially in areas with a high volume of private
vehicles [1]. According to BPS (Nation Statistics Agency) ,in
Indonesia, the number of private vehicles, particularly cars,
reached 17,168,862 units in 2022, with an annual growth rate
of 2.6% [2]. This situation adds to the complexity of parking
problems, which not only inconvenience vehicle users but
also contribute to increased traffic congestion, air pollution,
and economic burdens [3]. Another significant impact is the
wastage of time and energy, along with a rise in public
frustration. The conventional parking systems, which typically
rely on parking attendants and the availability of spaces, often
fail to consider optimal parking capacity [4]. This leads to
drivers encountering difficulties in finding available parking
spaces [5]. The inability to determine parking availability
forces drivers to circle the area or even leave if no spaces are
found [6]. Yet, parking areas are critical facilities that must be
provided in public spaces to ensure smooth mobility [7]. As the
development of Industry 5.0 progresses, the implementation
of smart technologies becomes increasingly essential in ad-
dressing complex parking issues. One emerging solution is the
smart parking system, which enables remote monitoring and
provides real-time information on parking availability [8]. This

technology aims to enhance user efficiency and effectiveness
in finding parking spaces [9].

Several methods in smart parking systems have been de-
veloped to detect parking availability. Pulungan et al. (2022)
developed an automated parking system based on Arduino
microcontrollers and infrared sensors to detect vehicle pres-
ence in parking slots. This system automatically operates the
entrance and exit gates, and displays parking slot availability
information via an LCD monitor. Additionally, LED indicators
at each parking slot make it easier for users to determine
whether a slot is occupied or vacant, thus saving time and
enhancing efficiency [10]. The study improved the traditional
background difference method for parking space detection by
integrating the Local Binary Pattern (LBP) operator to address
environmental changes and interference from pedestrians. The
system uses the OpenCV library in Python to process images,
extracting texture features and calculating image similarity
using perceptual hashing (pHash) and Hamming distance. This
enhanced approach reduces the impact of lighting changes
and pedestrian interference, ensuring accurate identification of
parking spaces. Available spaces are detected by comparing
the similarity between the current image and the background,
marking spaces as vacant or occupied based on threshold
values. Available parking spaces are marked in green, while
occupied spaces are marked in red. This method enhances
parking management, particularly in dynamic environments
[11].

However, further evaluation is necessary due to several
limitations in existing studies on smart parking systems,
such as the suboptimal effectiveness of sensors in detecting
vehicles [12], and the potential for errors in detection that
may misidentify non-vehicle objects as cars [13]. In this
context, advancements in deep learning-based image pro-
cessing present a promising approach for accurate vacant
parking space detection, offering a pathway to overcome these
challenges. Previous research on vehicle detection in smart
parking systems has utilized various methods. The use of
Convolutional Neural Networks (CNNs) with custom datasets
has achieved a satisfactory accuracy rate of 86% for detecting
vehicle presence in parking spaces with a custom dataset 5,800
images [14]. Other studies have reported an accuracy of 90%
in vehicle detection by employing CNN-based models with a
custom dataset 8,336 images [15]. Additionally, the application
of You Only Look Once version 3 (YOLOv3) with a custom
dataset of 4,900 images demonstrated an accuracy of 94.7% in
detecting vacant parking space [16]. Despite these promising
results, these studies often require extensive datasets, which
may be inefficient in practical applications. YOLOv5 addresses
this limitation through the use of mosaic data augmentation
during the training phase, which allows the model to learn979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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effectively even with limited data [17]. By utilizing smaller
image sizes during training, YOLOv5 has proven superior in
detecting small objects, making it well-suited for large-scale
monitoring of construction areas due to its high accuracy and
faster detection speed compared to other YOLO versions [18].

Therefore, this study proposes the use of the YOLOv5
method to improve accuracy and efficiency in detecting park-
ing space availability. YOLOv5, a single-stage deep learning
model, is known for its stable detection and accuracy, which
makes it an ideal choice for real-time applications in smart
parking systems, addressing both detection reliability.

II. RELATED WORK

Object detection is an innovative technology with great
potential, especially when integrated with hardware such as
CCTV to maximize its functionality [19]. This technology
plays an important role in various sectors, including security,
transportation, and industry. Success in object detection is
crucial to ensuring safety as well as improving efficiency in
surveillance systems. One of the leading algorithms that is
currently the top choice in object detection is YOLO. YOLO
offers advantages in various fields thanks to its ease-of-use,
high accuracy, and advanced technology [20]. In recent years,
rapid advances in surveillance technology, particularly through
the use of computer vision-based YOLO, have contributed
significantly to the development of object detection systems
[21] . Zhang et al (2022) [22] conducted research using an
improved YOLOv5 algorithm for real-time vehicle detection
in various traffic scenarios. By utilizing a multi-type vehicle
dataset collected under different conditions and employing the
Flip-Mosaic data enhancement algorithm, they were able to
improve the detection accuracy of small and occluded vehicle
targets [22]. The experimental results demonstrated that their
method significantly reduced the false detection rate, achieving
more accurate and reliable vehicle detection across multiple
traffic environments. Another study by Zhou et al. (2023) [23]
focused on detecting small targets using drones, comparing
various types of YOLO across different scales. The results
demonstrated improved accuracy compared to higher versions.
Also, Sukkar et al. (2021) [24] proposed a pedestrian detection
system leveraging the YOLOv5 algorithm, which was trained
with a custom dataset focusing on pedestrian age classifica-
tion. By incorporating data augmentation techniques, the sys-
tem demonstrated improved accuracy in detecting pedestrians
across different age groups. The implementation achieved real-
time performance with a detection rate of 25 frames per second
(fps), underscoring its potential for applications in autonomous
driving and Advanced Driver Assistance Systems (ADAS). In
these studies, the feasibility of adopting YOLO for detecting
parking slot availability is evident.

While these studies demonstrate YOLOv5’s adaptability
in real-time detection, they do not fully address the unique
challenges of detecting vacant parking spaces, such as poten-
tial interference from non-vehicle objects and the need for
high spatial precision. Additionally, existing parking detection
models often require extensive datasets, which can be imprac-
tical for applications with limited data. Recent innovations,
such as YOLOv5’s mosaic data augmentation, allow more
effective training with smaller datasets and improved accuracy
in smaller-object detection [15], [18].

This study leverages YOLOv5, which introduces mosaic
data augmentation, allowing effective training on smaller
datasets. This approach not only mitigates the limitations
of data requirements but also enhances YOLOv5’s ability
to detect smaller objects and improve detection speed and
accuracy in real-time, bridging critical gaps left by previous

methods in achieving scalable, efficient parking management
solutions.

III. METHOD

The selection of the YOLO architecture is based on its
high accuracy and real-time detection capabilities, making
it a highly effective object detection method. YOLOv5, in
particular, has been shown to offer a more stable performance
compared to its earlier and later versions [15]. In prior studies,
using the COCO2017 dataset, YOLOv5 achieved an Average
Precision (AP) of 55.8%, outperforming YOLOv4 with an AP
of 43.5% and even YOLOv6, which reached only 52.5% [20].
This performance advantage further underscores YOLOv5’s
suitability for practical applications requiring robust detection
accuracy [15].

A. Yolo Architecture
Yolo Architectureon a single-pass detection approach, which

enables the network to identify multiple objects within an
image or video in real-time. By processing the input in one
go, YOLO offers a highly efficient object detection system.
The network divides the input image into an SxS grid, where
each grid cell is responsible for predicting the presence of
objects whose center falls within that cell. The prediction for
each object includes a bounding box and a confidence score,
reflecting the probability that the object is present within that
area. Each bounding box consists of five elements: the x and
y coordinates (indicating the box’s center relative to the grid
cell), the width (w) and height (h), and the confidence score
C [20].

Fig. 1. Yolo Architecture

The YOLO architecture, as depicted in Figure 1, accepts
images as input and resizes them to 448 x 448 pixels while
maintaining the aspect ratio through padding. Once resized,
the image is processed through a CNN. The model comprises
24 convolutional layers, 4 max-pooling layers, followed by 2
fully connected layers. To reduce the number of parameters,
YOLO employs 1 x 1 convolution layers followed by 3
x 3 convolution layers [20]. The 24 convolutional layers
demonstrate specific kernel and filter values for each layer;
however, the precise values of these filters during the training
process are not explicitly detailed as they are treated as a
black box within the YOLO algorithm. The final output of
this network is a prediction tensor in the form of feature map
with dimensions of 7 × 7 × 30 as shown in Figure 2.

In this final output, 7 × 7 refers to the grid size that
divides the image into 49 individual grid cells, and 30 refers
to the number of values predicted per cell. Each grid cell
is responsible for predicting 2 bounding boxes, each with 5
parameters: the center coordinates (bx, by), the width (bw),
and the height (bh) of the bounding box. In addition, each
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Fig. 2. Feature map yolo

bounding box predicts a confidence score (Pc) representing the
likelihood that an object exists within that box. The remaining
values in the prediction tensor represent the class probabilities
(C) for a total of 20 object classes in the original YOLO model
[20].

After completing the feature map process, YOLO identifies
each grid cell using four values in the equation as represented
in Figure 3.

Fig. 3. Example Bounding-box YOLO

B. Dataset Collection
Data collection is obtained from various car shape refer-

ences, with datasets taken from Roboflow Universe which
provides datasets, as well as images and videos obtained
from the internet and the results of independent shooting.
The process of taking pictures and videos independently is
carried out with various viewpoints, car types, and vehicle
conditions. The collected datasets will be manually labeled
with car objects. Roboflow, a platform that facilitates data
collection and labeling, allows each car object to be properly
annotated with bounding boxes [26]. The total dataset used
amounted to 3,843 images. Some examples of the dataset are
illustrated in Figure 4.

C. System design
The system workflow can be observed in Figure 5, begin-

ning with the labeling process on the input image. The user
marks the parking spaces using pickle, which subsequently
stores the coordinates of the labeled parking areas. Next,
using the same captured image, YOLOv5 will receive video
input from the parking area. YOLOv5 detects the presence of
vehicles and integrates this detection with the labeled parking

Fig. 4. Collection of research datasets

Fig. 5. Proposed framework workflow

spaces. A parking space is marked as occupied when a vehicle
is detected within the labeled area. Conversely, if no vehicle
is detected, the space is considered vacant. Based on these
detection results, the system calculates parking availability
from the total number of available spaces.

D. Perfomance Metric

Accuracy is the primary performance metric used to eval-
uate the detection of parking slot availability in this study. It
provides an overall measure of how well the detection model
correctly identifies both occupied and available parking slots.
Accuracy is calculated based on the proportion of true positive
(TP), true negative (TN), false positive (FP), and false negative
(FN) indexs, with detailed scenario descriptions as provided
in Table I.

The accuracy metric gives a balanced understanding of the
model’s overall performance by considering both correct and
incorrect detections. It is calculated using equation (1).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)
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TABLE I
MEASUREMENT SCENARIOS

Measurement Quantity
True Positive (TP): A parking slot is correctly detected as available.
True Negative (TN): A parking slot is correctly detected as occupied.
False Positive (FP): A parking slot is incorrectly detected as avail-

able, but it is actually occupied.
False Negative (FN): A parking slot is incorrectly detected as occu-

pied, but it is actually available.

This metric helps assess the model’s ability to handle both
positive and negative detections, ensuring that the system
performs well in real-time parking availability scenarios.

E. Training Data
In this study, data training was conducted to develop model

weights for human detection. The YOLOv5 algorithm, im-
plemented with PyTorch on Google Colaboratory, was used
for training. The process ran for five hours, using a 640x640
pixel image size to enhance detail in vehicle detection and a
batch size of 64 to expedite training by processing multiple
images simultaneously. Over 300 epochs, the model was
refined to identify complex data patterns, focusing solely on
detecting vehicles as a single object class. Upon completion,
the YOLOv5 model produced a .onnx file for vehicle detection
in the system. The training yielded a precision of 96.2%, recall
of 97.1%, mAP50 of 97%, and mAP50-95 of 72.0%. Precision
reflects the model’s accuracy in detecting vehicles without
false positives, while recall indicates its ability to capture
all present vehicles. mAP50 and mAP50-95 provide accuracy
across various IoU thresholds, assessing model robustness
under different conditions [27]. These metrics underscore
YOLOv5’s strong performance in vehicle detection, as illus-
trated in Figure 6.

Fig. 6. YOLOv5 Training Results

It is noteworthy that while multiple indices are employed
during training to optimize different aspects of model perfor-
mance, testing focuses solely on accuracy as a measure of the
model’s generalization to new, unseen data.

F. Experimental Setup
The experimental setup for this study utilized a combination

of hardware and software to implement and evaluate the park-
ing detection system. The hardware consisted of the following:

1) ASUS TUF GAMING A15 Laptop with the following
specifications:

a) Processor: AMD Ryzen 7 6800H with Radeon
Graphics 3.20 GHz

b) Graphics: NVIDIA® GeForce RTXTM 3060 Laptop
GPU, 1752MHz* at 140W (1702MHz Boost Clock
+50MHz OC, 115W +25W Dynamic Boost)

c) RAM: 16 GB
d) Storage: 512 GB
e) OS: Windows 10 Home

2) Camera CCTV Hikvision 1080P DS-2CD1021-I 2MP
3) 15-meter long USB 2.0 Male to Female cable
4) Software used:

a) Visual Studio Code
b) Google Colab Colaboratory
c) Python 3.11.9
d) OpenCV 4.10.0

In this study, testing was conducted using two sample
videos, each with a duration of 1 minute and 45 seconds,
representing a parking lot under two distinct conditions: Video
1 featured a camera positioned at a distance of less than 15
meters, while Video 2 had a closer setup at under 3 meters.

These videos were processed using Python code that applies
the YOLOv5 model, pre-trained on a dataset previously col-
lected for this purpose. The model outputs detection results
with bounding boxes marking identified vehicles, and each
video is analyzed by capturing two frames per second for
subsequent evaluation.

IV. RESULT AND DISCUSSIONS

This research is experimental, testing two videos under dif-
ferent conditions, including cloudy and clear weather, varying
angles, different types of vehicles, and distinct locations. The
first video has a duration of 1 minute with a total of 8 parking
slots, which will be divided into 102 frames. The second video
lasts 45 seconds with a total of 5 parking slots, resulting in 75
frames. These videos will focus on detecting parked vehicles.

Fig. 7. Video detection result 1

Fig. 8. Video detection result 2

Figures 6 and 7 show several detected objects, highlighted
with light blue bounding boxes, along with their classifications
and confidence levels for each detection. The videos display
the number of detected cars and the availability status of
parking slots. Video 1 demonstrates detection with a distant
camera view, while Video 2 captures a closer perspective,
allowing for performance testing of YOLOv5 in detecting
parking availability from both distances. Detection is con-
firmed when a car’s bounding box enters a designated parking
slot, changing the slot’s indicator to red to denote occupancy.
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Conversely, when no car is detected within a slot, the indicator
reverts to green, signifying an available space.

The results from Video 1 and Video 2 are shown in Table
II and Table III, respectively.

TABLE II
MEASUREMENT SCENARIOS VIDEO 1

Measurement Quantity
True Positive (TP): 242
True Negative (TN): 536
False Positive (FP): 0
False Negative (FN): 38

TABLE III
MEASUREMENT SCENARIOS VIDEO 2

Measurement Quantity
True Positive (TP): 78
True Negative (TN): 292
False Positive (FP): 0
False Negative (FN): 5

From Tables I and II, the results of Video 1 and Video 2 in
detecting the absence of parking spaces resulted in accuracy
Using the accuracy calculation formula, the accuracy value is
obtained:

Video 1:

Accuracy =
242 + 536

242 + 536 + 0 + 38
=

778

816
= 0.953 (2)

Video 2:

Accuracy =
78 + 292

78 + 292 + 0 + 5
=

370

375
= 0.986 (3)

Based on the evaluation results indicate that Video 1, which
involves a more distant camera view, achieved an accuracy of
0.953. This is slightly lower than the 0.986 accuracy obtained
for Video 2, which represents detection at a closer range. These
differences in accuracy are influenced by various factors,
including the field of view, potential obstructions, and the
overall reach of the camera. The closer proximity of Video 2
likely provides enhanced detail, improving detection accuracy.

However, the high accuracy values from both videos demon-
strate the robustness of YOLOv5 in detecting parking avail-
ability even from a distance. This suggests the system’s
potential for real-world application in parking facilities, where
effective detection across varied camera placements is essen-
tial. A summary of these detection results for Video 1 and
Video 2 is provided in Table IV.

TABLE IV
TOTAL MEASUREMENT SCENARIOS

Measurement Quantity
True Positive (TP): 320
True Negative (TN): 828
False Positive (FP): 0
False Negative (FN): 43

From Tables I and II, the results can be combined, and the
total true positive (TP), true negative (TN), false positive (FP),
and false negative (FN) can be seen in Table III. By using the
accuracy calculation formula, the accuracy value is obtained:

Accuracy =
320 + 828

320 + 828 + 0 + 43
=

1148

1191
= 0.964 (4)

rall accuracy of 0.964 in detecting available parking slots
in both Video 1 and Video 2, indicating strong performance.
While this accuracy does not reach a perfect 100%, several
factors contribute to the limitation, including partial obstruc-
tions of vehicles, suboptimal camera quality, greater object
distances, and variable weather conditions across the videos.
Nevertheless, the performance achieved in this study surpasses
previous object detection methods. For instance, a study uti-
lizing the RCNN method for vehicle detection reported an
accuracy of 90.65% in identifying cars [28].

Another study focusing on autonomous vehicle detection
on roads with CNN achieved an accuracy of 94.3% under
optimal sunny conditions [29]. In further research on vehicle
categorization using the earlier YOLO version, YOLOv4, the
highest accuracy attained was 93% [30]. Given its superior
accuracy, YOLOv5 demonstrates significant potential for real-
time parking availability monitoring applications, establishing
it as a more effective choice for this purpose [31].

Despite these challenges, the system achieves a relatively
high accuracy, demonstrating its effectiveness in detecting
parking availability. This system shows promise for real-
world application in CCTV-equipped parking facilities, where
it could streamline the parking process by helping drivers
locate available slots more quickly, either through hardware
integration or mobile applications. This would reduce search
time and enhance overall parking efficiency. Furthermore,
these findings open avenues for future research focused on
improving detection accuracy through advanced image pro-
cessing techniques and more robust models. Although the test
video does not encompass all possible real-world scenarios,
it provides a solid foundation for future research aimed at
expanding coverage and enhancing detection accuracy across
varied conditions.

V. CONCLUSION

This research demonstrates the effectiveness of YOLOv5 in
detecting vacant parking spaces with high accuracy. Through
experimentation on two different video samples, the system
achieved an overall accuracy of 96.4%, with consistent detec-
tion of both available and occupied parking slots. The appli-
cation of YOLOv5 allowed for real-time detection, handling
various weather conditions, angles, vehicle types, and loca-
tions, highlighting the versatility and robustness of the model.
However, when implemented on different hardware platforms,
such as lower-spec embedded systems or devices with limited
processing power, the performance may degrade, particularly
in terms of detection speed and accuracy. Additionally, video
angles that are significantly tilted or skewed can reduce the
precision of detection, as YOLOv5 may struggle to accurately
interpret object boundaries and positions in such conditions.
Future work may focus on optimizing the system for these
challenges and integrating it with broader smart city initiatives.
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Abstract—Buildings on the campus of the Faculty of Engi-
neering Untirta have the potential to reflect or experience direct
lightning strikes during storms, which can endanger pedestrians
in open areas. Unfortunately, until now there has been no danger
warning in the open area, so pedestrians are not prepared to
face unexpected situations, especially when it rains accompanied
by lightning. Direct lightning strikes are one of the most risky
hydrometeorological events. The impact can damage various
objects and threaten human life. With a large open area on
campus, the threat of lightning strikes can occur at any time,
especially during the rainy season. Therefore, this study aims
to design and apply a lightning strike danger zone detection
device in the campus area of the Faculty of Engineering Untirta,
which is located in Cilegon. This tool is designed to provide early
warning through smartphone notifications, so pedestrians can be
more aware of potential dangers. The research stage includes
analyzing the open area of the campus using the Rolling Sphere
method, which is used to identify vulnerable points affected by
lightning strikes. After that, area plotting is carried out based on
the results of the analysis. The next step is to create a detection
tool that functions to identify the danger zone of a direct lightning
strike, which is then integrated with smartphone notifications.
With this tool, it is hoped that pedestrian safety on the campus
of the Faculty of Engineering Untirta can be better maintained,
especially in bad weather conditions.

Index Terms—ligthing, detector lighting, lightning strike zone,
rolling sphere, Petir phenomenon

I. INTRODUCTION

Lightning is a discharge event that occurs between clouds,
within clouds or between clouds and ground [1]. In the cloud
there is a positive charge and a negative charge, so when these
charges meet each other there will be an explosion / lightning.
In general, lightning is one of the sources of electromagnetic
interference that can damage electrical equipment. In addition
to damaging electrical equipment, lightning can also be dan-
gerous to human safety. In the case of lightning striking the
human body, lightning usually strikes the surface of the body
[2].

There are six lightning mechanisms when striking the
human body, including direct lightning strikes, contact voltage,

strikes from the side of buildings, step voltage, upward stream-
ers, and explosion effects. The lightning strike mechanism is
very dangerous and can cause casualties. The skin contains
a lot of fluids and the nature of very short electrical pulses
encourages current to flow throughout the surface of the body.
The effects of lightning strikes on the body can damage the
eardrum and bruise the internal organs, as well as too strong
light that can cause cataracts [3].

In general, cases of direct lightning strikes that hit humans
and usually occur in open areas [4]. For example, a recent case
that an elderly person who is 70 years old was directly hit by
lightning while working in a field about 1 kilometer away
from his home [5]. So that open areas are quite dangerous
areas for humans because they have the potential to be struck
by lightning directly. Especially if the open area is an area
that is often passed through for certain activities.

In theory, an object or tall building is a medium of direct
lightning strike. So that with tall objects such as buildings,
towers and so on, lightning will easily discharge these objects.
In addition, with the analysis of the rolling sphere, there are
several areas that will be the area of the lightning strike fall
point directly and also affect the surrounding area. So that
when there are tall objects or tall buildings in a large area, the
potential for lightning strikes to the area is very high [6].

The campus of the Faculty of Engineering, Sultan Ageng
Tirtayasa University (UNTIRTA) which is located in the city
of Cilegon is a campus that has a fairly tall building of about
5 floors. In addition, there is a building object that has a
considerable distance from other buildings, namely the canteen
building. In addition, there is a rock climbing tower object
that is quite tall when compared to a canteen building. In the
canteen building, the open area is quite large and the distance
between the canteen and the campus building is quite far so
that the area is not safe from direct lightning strikes.

The potential for direct hits and bounces from buildings
during thunderstorms can endanger pedestrians in the open
area of the Faculty of Engineering Untirta campus. So far,
there has been no danger warning in the open area so that
pedestrians in the area are not prepared if unwanted things979-8-3315-1921-6/24/$31.00 ©2024 IEEE
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happen, especially when there is rain and lightning. Therefore,
pedestrians who are residents of the technical campus need to
be warned not to be in the direct lightning strike zone when
a lightning storm occurs.

In this study, the researcher wanted to create a device that
could provide warnings to pedestrians who were in or passing
through the red zone area of lightning strikes directly. Not
all areas have red zones. So that with the tool made by the
researcher, pedestrians who are in the campus area of the
faculty of engineering can be ranked to immediately stay away
from the area when entering the red zone of the lightning
strike directly. This direct lightning strike red zone detection
tool is designed to be integrated with the user’s mobile phone.
Therefore, when pedestrians are in the red zone of a direct
lightning strike, the user’s mobile phone will receive a warning
notification to immediately stay away from the area and go to
the green zone in the surrounding area.

II. STUDY LITERATURE

A. Lightning Potential

Research on lightning disturbances was carried out at
the UNTIRTA engineering campus located on Jl. Jenderal
Sudirman Km 3, Kotabumi, Purwakarta District, Cilegon City,
Banten.

Fig. 1. Research location

In this area, if you look at the lightning strike map according
to BMKG in August 2022 (rainy season), the intensity of
lightning strikes is quite high and reaches more than 60
thousand lightning strikes directly. Shown by the following
Fig 1.

B. The Process of Lightning Occurrence

There is a process and requires several conditions for a
lightning cloud to form. Some of them are as follows.
1) Up-Draft

Updraft is the process of the air rising upwards and forming
a cloud. This is due to soil surface warming or orthographic
properties. The more areas that have water and the longer the
heating lasts from the sun, the greater the lightning clouds can

Fig. 2. Map of lightning strikes in Indonesia

form.
2) Aerosol

An aerosol is a particle that floats in the air freely and is
hygroscopic (absorbs water). Usually aerosols are produced
from sea salt or industrial particles/pollutants that rise with
the up-draft. Due to its water-absorbing properties, the water
vapor produced from the updraft will be collected easily into
water droplets.
3) Humidity

Humid air is one of the conditions for producing lightning.
Because with enough air humidity, water can turn into ice
granules. From this friction of ice, static electricity is formed.
Indonesia is an area that has a large enough forest, so the
air in Indonesia has enough moisture to be able to produce
thundercloudsAll margins, column widths, line spaces, and
text fonts are prescribed; please do not alter them. You may
note peculiarities. For example, the head margin in this tem-
plate measures proportionately more than is customary. This
measurement and others are deliberate, using specifications
that anticipate your paper as one part of the entire proceedings,
and not as an independent document. Please do not revise any
of the current designations.

C. Rolling Sphere Method

The Rolling Sphere method is a lightning protection method
that imagines a sphere with a certain radius (S) rolling over
and around a building structure. When this sphere touches
the structure, that point is considered a vulnerable area for
lightning strikes and should be protected by an air termination
conductor. The sphere’s radius (S) depends on the lightning
current magnitude, and lightning within this radius has an
equal chance of striking the building. This method considers
parameters such as strike distance, peak current distribution,
and protective area to ensure optimal lightning protection [6].
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III. METHOD

A. Design of Lighting Hazard Zone

The design of the Lightning Hazard Zone Detection Tool is
shown by the following flow diagram.

Fig. 3. Flow Chart

The design of the tool was carried out after obtaining the
results of the analysis of the open area in the FT building using
the Rolling sphere method. The data was then measured with
a measuring tool and plotted manually. So that the points of
the danger zone of direct lightning strikes are obtained. The
data is then recorded and stored for data integration on the
microcontroller. The design of the lightning strike detection
device was carried out by combining several electronic com-
ponents with GPS sensors NEO6MV2 to read the results of
previous measurements.

The data read by the sensor is then processed on the
microcontroller and if the sensor reads the previous plotting
results . The plotting area is initiated into a program so that
when the sensor reads the category of the direct lightning strike
danger zone, the tool will send a notification in the form of a
warning message to the smartphone in the form of an invitation
to leave the area immediately. If the sensor does not read the
previous plotting results, the tool will not send any warning.

B. Research Steps

The steps of this research are as follows.
1) Creating a rolling sphere from peak lightning currents.
2) Forming a rolling ball that is installed on the building.
3) Mark which areas are affected by the line of the rolling
ball.
4) Mark the affected area with the GPS sensor

5) Saves an area and gives commands to the tool to identify
that it is a direct lightning strike point.

IV. DISCUSSION

A. Sketch of the Faculty of Engineering Building (FT)

The first process carried out in this study is to select a
sample of the building to be used as a point for the lightning
strike area directly. The sample of the building chosen for this
study is the dean’s building of FT Untirta. One of the reasons
is because among the FT buildings, one of the buildings that
has the highest potential to be struck by lightning is the FT
dean’s building.

In making a sketch of the FT building, a simple sketch
is carried out with the actual size so that the image has a
scale reference. With this scale, the design or sketch of the
FT building area can be calculated in various sizes. With this
scale, it will then be easier to calculate the lightning strike area
with the rolling sphere method. The sketch of the building is
as follows.

Fig. 4. Gedung FT UNTIRTA: (a) Top view; (b) Side view; (c) Front Side
View

B. Lightning strike area modeling

Modeling the lightning strike area directly using corel draw
software. With this software we can determine the size clearly
and precisely. In addition, the size setting on each corel draw
shape makes it easier to make visualizations of the lightning
strike area with the rolling sphere method.

C. Tool design process

a) Tool drawing design
The tool design process begins with making a drawing de-

sign from the tool to be made. From the results of calculations
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Fig. 5. Lightning strike area

and considerations both aesthetically and philosophically, the
lightning detector that is formed to resemble a rocket is drawn
first on the sketch software. This design process was carried
out for one month. This is because in the process of designing
the drawing of the tool, various things are considered in
detail. These forms of consideration include adjustments to
the dimensions of the module, the size of the microcontroller,
the ease of obtaining materials, the aesthetics of the tools, and
so on.

Fig. 6. The process of creating a tool drawing design

b) Lightning Detector Tool Assembly
Once the tool case is finished molding, the next step is to

assemble the electronic components to be made into a light-
ning detector tool. Multiple components are assembled in such
a way that the equipment can form a single system that can
read are lightning strikes according to a predetermined design.
In this assembly process, it is necessary to pay attention to
the size of several things, including the lightning strike area
calculated using the rolling sphere method, the image scale,
and the lightning strike area that will be used as a test area of
the tool.

By determining some of the parameters mentioned earlier,

the tool is assembled and adjusted to the case that has been
made. The placement of components must be adjusted to the
position or part of the case that has been adjusted. That way,
the case will contain all the necessary components and the
lightning detector function for the lightning strike area can be
instantly splasheda.

Fig. 7. Electronic component assembly

c) Tool manufacturing
The tool that has been drawn in detail is then designed to be

made using a 3D printer. There are several preparations before
the tool is printed using a printer, including making sure that
the drawing has the right details. In addition, the dimensions
of several electronic components that will be included in
the results of the 3D printer printing are carried out. After
checking the electronic components in accordance with the
dimensions of the tool to be made using 3D Printing, the
process of printing the tool design is carried out. This printing
process takes up to 6 hours.

Fig. 8. Tool case printing process
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V. CONCLUSION

The open area that is categorized as a red zone or an area
that has the potential to be directly hit by a crate which is
analyzed using the rolling sphere method in the FT building
is 300 meters away from the reference point of the FT deanate
building. The use of current values in the category of lightning
current values in the campus area of the faculty of engineering
as a reference in determining the calculation of the analysis of
the red zone of direct lightning strikes with the rolling sphere
method is 40K. The manufacture of a direct lightning strike
red zone detector integrated with a smartphone as a warning
to users when entering the red zone in the open area of the
UNTIRTA faculty of engineering campus is designed to be
limited to the trial stage.
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