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Graph-Based Filtering Using Community | M)
Selection for Citation Recommendation Gt

Agung Hadhiatma

Abstract Graph-based filtering (GF) methods are suitable for addressing paper/
citation recommendation problems. However, these methods still produce biased
rankings due to multi-topic, similar, and related topics. Moreover, a scholarly dataset
is expanding into big data, causing interesting issues in citation recommendation,
especially information overload. Hence, we introduce a topic community selection
model to take text and graph analysis into account. The model consists of four
stages: transforming datasets into citation networks, detecting communities, identi-
fying topics in communities, and selecting topic communities. The proposed method
can significantly limit the search space but still produces good recall accuracy. The
experiment shows that the community selection relating to specific topical queries
produces five selected sub-graphs (communities) constituting only 18% of the total
dataset volume while having 97% recommended paper candidates of the ground
truth test. In future research, paper recommendations using GF can be carried out
sufficiently on the sub-graph rather than the whole graph.

Keywords Digital library - Citation recommendation + Community selection

1 Introduction

A digital library of scientific articles is vast, rich, unstructured, and complex informa-
tion. Itincludes books, dissertations, slides, patents, and scientific articles in proceed-
ings and journals. Examples of scientific article databases/datasets are Web of Science
(WoS), Scopus, Google Scholar, IEEE Xplore, and ACM Digital Library. Searching,
analyzing, and mining information on scientific article datasets has become a chal-
lenging research field because of the need to obtain relevant and fast information
that provides bases and insight for research. Several studies on scientific article
datasets comprise information retrieval, academic evaluation [3], summarization
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[4], topic prediction [1], academic recommendation [5], and others. Some academic
recommendations are a paper, reference, author, and venue recommendation.

Information retrieval of scientific articles usually uses keyword queries. The
retrieved scientific articles are then still reviewed, selected, and selected. Searching
for relevant scientific articles suitable to researchers takes a long time, is an uneasy
process (Cai et al., 2018a), and can cause information overload. To overcome this,
research with a new approach has emerged, namely a recommendation method
approach.

Scientific article recommendation methods are not only using keywords in queries
but also using a collection of manuscripts [3], user profiles [11], context [15], and
others. Manuscript queries are a draft article or other information in a scientific
article consisting of a title, author, abstract, text content, venue, year of publication,
and references. Input for recommendations can also be in a graph represented by a
paper, co-citation, bibliometric, and heterogeneous network. Research on scientific
article recommendations is conducted on several approaches, namely Collaboration-
Based Filtering (CF), Content-Based Filtering (CBF), Hybrid-Based Filtering (HF),
Feature-Based Filtering (FF), and Graph-Based Filtering (GF).

Recent research on scientific article recommendations has started to utilize Graph-
Based Filtering (GF) models [2]. The GF approach for academic recommenda-
tions works on a graph, by converting the dataset to an academic citation network
[14], which comprises nodes and links. Nodes may represent scientific articles,
authors, or venues, while links signify references that connect one scientific article
to another. Scientific article nodes can possess attributes such as titles, keywords,
abstracts, and document content. Citation relationships within the academic cita-
tion network provide valuable and potent information for ranking scientific article
recommendations.

The GF method for recommending scientific articles has a weakness in that it relies
solely on citation links, neglecting the actual content of the articles. Consequently,
the methods still cause biased and irrelevant recommendations [13]. In addition,
an academic citation network has characteristics such as volume, value, velocity,
veracity, and variety. Recommending scientific article references in that charac-
teristic, particularly in a growing vast citation network, is challenging because of
resulting information overload and topic bias.

To address these challenges, we proposed a topic community selection model for
paper recommendations. The model consists of four stages: transforming datasets
into citation networks, detecting communities, identifying topics in communities, and
selecting topic communities. Utilizing topic communities for article recommenda-
tions is anticipated to mitigate semantic issues. Searching for scientific article candi-
dates via topic community selection also aims to narrow the search space, allowing
the retrieval of the top k recommended papers to focus solely on the selected commu-
nity, a sub-graph, rather than the entire graph. This approach will be beneficial when
the model operates on large data volumes (Big Data).
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2 Literature

A digital library of scientific articles is vast, rich, unstructured, and complex.
Digital Library stores and collects published articles, author profiles, references,
images, tables, and more. There are various analyses in digital libraries used for
conducting research and establishing applications, such as scientific impact evalu-
ation [3], expert findings [17], trend prediction [1], and academic recommendation
[5]. These analyses are a statistical, social network, and content analysis described
in Fig. 1. Research on academic recommendations includes paper/citation recom-
mendations, author recommendations, and venue recommendations. Research on
scientific article recommendations consists of several approaches: Collaboration-
Based Filtering (CF), Content-Based Filtering (CBF), Hybrid-Based Filtering (HF),
Feature-Based Filtering (FF), and Graph-Based Filtering (GF).

The GF method for recommending scientific articles relies exclusively on cita-
tion links, overlooking the content of the articles. Consequently, the recommendation
outcomes can be less than satisfactory [13]. Prior research suggests some personal-
ized PageRank-based rankings within the Academic Citation Network, but these still
result in inaccurate problems due to topic factors [6]. Topic bias arises because the
ranking considers only the global network of textual information without focusing
on a particular topic. A topic can be defined as a group of semantically related words,
as these words frequently appear together in context. Various methods for topic iden-
tification include Latent Semantic Analysis (LSA) and Latent Dirichlet Allocation
(LDA).

Several researchers have developed the PageRank method to discuss topic bias.
Jardine and Teufel [7] sought to enhance the functionality of PageRank with the
Topical PageRank Model (TPM), where ranking work based on specific topic bound-
aries and particular publication time. Zhang [16] introduced a PageRank model
called Collective Topical PageRank (CTPM) to overcome the limitations of TPM,
as the CTPM method accommodates correlations between topics and the quality

Academic social networks

e [ e
Data Analvsis evaluation
Linked - Statistical
i Collcion e S(orage PSRN |ication -

N | ey |
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4t Google

Fig. 1 Data analysis on academic citation network. Source [14]
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of venues (journals or conferences) relevant to specific topics. Moreover, several
other researchers proposed a query-dependent PageRank model to identify signif-
icant papers in a graph by factoring in text and topic similarity. Roul and Sahoo
[10] developed a query-optimized PageRank approach by integrating TF-IDF and
Personalized PageRank methods to yield more stable web rankings.

Moreover, acomplex Big Scholarly Dataset is growing into very vast data, namely
big data. This dataset raises gaps and fascinating challenges in citation recommen-
dation research. Hence, the research requires new approaches for analyzing data
sources in big data, such as information mining, feature extraction [8], and topical
analysis [16]. The approach should simultaneously consider some aspects of text and
graph structure analysis.

Unlike the previous studies, we introduce a paper recommendation method
that considers text and graph analysis by applying the topic community selection
approach. The selection of topic communities aims to (1) obtain scientific articles
that align with a similar topic and related topics to queries and (2) minimize search
space.

3 Identification and Selection of Topic Communities

We propose a community selection method that consists of four stages: transforming
datasets into citation networks, detecting communities, identifying topics in commu-
nities, and selecting topic communities (Fig. 2). The chosen topic communities are
recommended paper candidates, which can be utilized for subsequent research, for
instance, for ranking the candidate papers.

Paper Dataset selected Performance
Aribut: title, abstract, Converting Dataset to Communities
reference Citation Network l-_J‘>
‘ : Evaluation
Detecting Communities P@k

I -
:> Extracting topic in communities

n-manuscript query tests ; n-manuscript query tests
Atribut: title, abstract ] N Atribut: reference
Selecting communities (eroundtruth)

Fig. 2 The model of community selection
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3.1 Detecting Communities in an Academic Citation Network

Scientific article community detection (paper community detection) is a clustering
process in the academic citation network into several communities (subgraphs).
Community identification in the Academic Citation Network is to look for parti-
tions in a graph where the link density in the community is more than the link
density between communities by maximizing the modularity function. Modularity
optimization is implemented using the Louvain algorithm and the modularity formula
is defined as Eq. 1.

Q(C) = ZZ(a,, 5(Ci, G) (1)

leV jev

where Aj; is the edge weight from vertex i to vertex j, m is the number of edges on
the graph, k; is the number of degrees from vertex i, k; is the number of degrees from
vertex j. S(C[, Cj) is the Kronecker function which will have a value of 1 if vertex i
and vertex j are in the same community, otherwise it will have a value of 0.

3.2 Identifying Topics in Communities

The next step is to identify topics in the scientific article community using the LDA
topic model. This identification results in a distribution of topics in communities and
papers. The generative Topic Modeling LDA method (reference) identifies a set of
topic proportion features for each scientific article defined as fp and identifies a set
of word term proportions on each topic defined as ¢, where T is the set of Topics.
The input to the LDA algorithm is the text feature F'p. The text feature Fp is obtained
from a pre-processing step on the set of texts (title 4 abstract) in set P. In this study,
estimates of the parameters of the LDA model 6p and ¢r as latent feature vectors
were obtained using Gibbs Sampling.

The process of identifying topics in the community is as follows. P, is the set
of communities, C = { C|1, 2, ..., k}, k is the total number of communities. The ¢
community with m papers is defined as P, {Pc1, Pe2s - - - » Pem)- A setOp is aggregated
to communities C represented as 6.,,. All paper texts in each P; combined form an
aggregated paper text defined asAP; = Ujm:1 pij- Paper text is taken from the title and
abstract variables. The set of all communities containing an aggregated set of paper
texts can be written TP¢c = { AP;|i = 1,2, ..., k}. The next process is inferencing
topics on TP using the generated LDA topic model. The result of topic inference is
a set of community-topic distributions defined as 0¢. Figure 3 illustrates community
features as a result of identifying topic communities.
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Fig. 3 Topic communities
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3.3 Selecting Topic Communities

The multi-topic community selection process compares the features of multi-topic
paper queries with multi-topic communities. The result consists of some relevant
multi-topic communities. The selected communities combined to form a merged
graph are assumed to contain the most pertinent recommended papers in a citation
network. The sequence of selecting communities is as follows:

(a) Sorting topics in community-topic distributions

1.
2.

The sum of the texts in a set of query texts Q represented as |_J_; g;.
Inferencing topics on | J;_, ¢; by the LDA topic model for forming query
topic distributions tq.

Ranking topic query distributions EI) to find the dominant topic query, saved
as a vector é.

Arranging topics in each community-topic distribution 6 based on the
dominant topic query Z to form a set of n dominant topics in each commu-
nity ¢; € C, which the results are stored in set Yo = {¢,, Ve, - - - » Ye, } Where
k is the total community.

(b) Filtering multi-topic communities

S.

6.

Looping steps 6 and 7 for each y.cc(¥.,, € Yc), i from 1 to k total
community).

Finding the most dominant topic (rank 1) community in each y..cc, saved
asdt; € DT

Selecting communities in ¢; € C if the dominant topic in the communities
(dt; € DT) is the same as the dominant topic query of the 1st ranks €[0]
or the 2nd ranks ¢[1] or the 3rd ranks ¢[2] of a topic query. The chosen
communities are stored in the set Y.

(c) Selecting the j-best topic communities



Graph-Based Filtering Using Community Selection for Citation ... 199

8. Measuring the similarity of n-dominant topic communities y..cs (Y., € Ys)
and n-dominant topic queries ¢ with Jenson Shannon Divergence (JSD) sim
(€, Ye,es), for each ¥, s, with the aim of finding the j-best topic communities
using Eq. 2 and Eq. 3. The search results are stored in a set X. The optimum
j value is sought from experiments.

9. Merging a number of the best j topic communities in the set X to one
community namely merged graph Gx (H, Ry ), H = a set of recommended
article candidates.

.. 1 L1 -
JSD(E, Yees) = 5 KLDGlii) + 5 KLD(|li) (2)

I 1 bt > I P . Vi -, = - e;
= 5G+9), KLD(y||u)=Zy,-logu—iandKLD(e I u):Ze,»logu—i

i=1 i=1
3)

4 Experiment and Evaluation

4.1 Dataset

The dataset obtained was first developed based on an article from [12]. The dataset
taken is the (ACM)-Citation-Network V4 version (DBLP, https://www.aminer.cn/
citation) containing collected papers in the field of computer science (1,511,035
scientific articles and 2,084,019 citations). The information structure of scientific
articles consists of title, author, year of publication, venues, ID number, references
and abstract, and data format structure. This research utilized only a subset of the
dataset comprising papers from five topics: Information Retrieval, Machine Learning,
Network and Communication, Computer Vision and Computer Security in some
venues (proceedings and journals of 46,870 papers).

4.2 Results of Community Features

The model of identifying topic communities produces several features, such as a set
of communities C, a set of community-topic distributions 6¢, a set of paper-topic
distributions 6.,, and a set of topic-word distributions ¢7. A set of communities C
is shown in Table 1, showing a community, total paper, and papers in a community.
A community and a paper are named by the ID number.

Each community has a topic distribution. The community-topic distributions
(Table 2) represent a variety of research topics along with their proportional weights
in each community.


https://www.aminer.cn/citation
https://www.aminer.cn/citation
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Table 1 A sample of communities C

A. Hadhiatma

Community ID The total number of papers in a Paper ID as a member of a
community community

‘r 821 ‘9187, ‘984349°, ‘175167,
082402, 388932, ...

‘4 4672 12476, 600449, °613 083’,
6131137, ...

“r 1504 ‘11418, ‘818137, *499240’,
286290, ‘645835, ...

‘9 4580 ‘17965°, 1025089, ‘1032775,
‘1031167, ...

Table 2 A sample of community-topic distributions C

Community ID

Community-topic distributions

‘r Topic 4 Topic 19 Topic 11 Topic 12 | Topic 20 | Topic 1
0.661032 | 0.094678 |0.091 0.0608 0.036 0.0187
‘4 Topic 19 Topic 4 Topic 29 | Topic 11 | Topic 12 | Topic 1
0.47063 0.2636 0.1161 0.0359 0.0315 0.0121
“r Topic 20 Topic 19 Topic 1 Topic 16 | Topic 12 | Topic 2
0.75439 0.08559 0.01659 0.01647 0.01487 0.01092
‘10° Topic 2 Topic 12 Topic 19 | Topic 4 Topic 11 | Topic 1
0.54006 0.25077 0.04654 0.0424 0.03892 0.0266

Each community has a set of paper-topic distributions 6., shown in Table 3.

Each topic consists of some keywords in the same knowledge domain. Each
keyword has a weight value to form topic-word distributions ¢, as shown in Table 4.
We interpret that some extracted keywords for Topic 14 are “information retrieval”

topic.

Table 3 A sample of paper-topic distributions ¢,

Paper ID | Community ID | Paper-topic distributions

‘473813 | ‘16’ Topic 12 | Topic 11 | Topic 7 | Topic 22 | Topic 15 | Topic 3
0.64683 |0.12451 |0.10107 |0.03162 |0.03009 |0.01798

20308 | ‘16’ Topic 12 | Topic 1 |- - - -
0.9239 0.04642

‘472388 | ‘16’ Topic 12 | Topic 11 | Topic 7 | Topic 10 | Topic 18 | -
0.60753 |0.19773 |0.10645 |0.01710 |0.06085

‘107746° | ‘14 Topic 11 | Topic 15 |- - - -
0.91825 |0.06796
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Table 4 A sample of topic-word distributions ¢

Topic 14

query document | web search retrieval datum information
(0.097248) | (0.083266) | (0.068311) | (0.067179) |(0.066948) |(0.065034) (0.058248)
user model text method database classification |system
(0.053995) | (0.051803) |(0.047448) | (0.046875) |(0.043042) |(0.041961) (0.040772)
algorithm | language semantic learning approach | feature

(0.040434) | (0.037415) |(0.036918) | (0.035647) |(0.035618) |(0.034746)

4.3 Evaluations of Topic Community Selection

The proposed model addresses selecting the communities with their features (C,
Oc, 6cm, and ¢r), that are relevant to user query topics. The community selection
results are recommended paper candidates that can be utilized for subsequent studies,
particularly for a recommendation problem using a graph-based filtering approach.
Consequently, analyzing, processing, and ranking recommended paper candidates
do not consider the entire large graph but will focus solely on selected relevant
communities. Processing data on selected communities rather than on the whole
graph aims to reduce computational complexity and enhance the performance of
paper recommendations in future research.

The stages of conducting community selection are how to (1) determine the
optimal number of the j-communities (neither too many nor too few) and (2) rank the
Jj-selected communities that are most relevant to the query. Finding the j-communities
is done by filtering topic communities with a recall value exceeding 90%. When the
topic communities share the same recall values, we choose the highest precision
value. The recall and precision calculation are at Eq. (4) and subsequently (5). The
variable n(j) represents the number of relevant references that match the ground truth
test in j communities, and the variable g denotes the number of article references used
as a ground truth test.

Recall = n(j)/g “4)

Precision = n(j)/p(j) )

Meanwhile, ranking the filtered j communities relevant to a query based on multi-
topic similarity employs the Eqgs. (2) and (3).

We conducted experiments on the DBLB dataset and query tests on information
retrieval. The IR topics taken from the preceding venues are ACL, ECIR, SIGIR,
COLING, and NAACL. The following outlines the process for determining the
number and ranking of selected communities tested in the IR field. A set of 50
test queries in this domain has 341 article references serving as the ground truth
test. Table 5 presents the experimental result for determining the number of selected
communities using Recall and Precision metrics related to the IR topic query. The
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number of communities that achieve a satisfactory percentage value (a minimum of
90%) is five, with the recall value at 97% (333/341) and the precision value at 0.026.
With j determined to be five, the next step is identifying the five best community
ranks relevant to the test query.

Table 6 shows the experimental result for rankings of the five selected communities
measured by topic similarity between the topic community and topic IR query. The
similarity level is high if the value is close to 0. The selection result is ranks of the
chosen communities that best match the query topic, ordered community ID ‘14’,
‘49°, °48’, °15°, and “13’.

The community ID ‘14’ includes 4260 articles, of which 252 are relevant recom-
mended references that match the ground truth test. This precision value is (252/341)
73% of the total references considered ground truth within the community ID ‘14°.
Five selected communities combine into a new graph (a merged graph) generally
dealing with the topic of Information Retrieval (IR) because the dominant topic in
five selected communities is Topic 14 (Table 7). Topic 14 denoted as the Informa-
tion Retrieval field shown in Table 4. This merged graph comprises 12,663 articles
for recommendation candidates related to the IR-topic query (4260 + 1392 + 1516

Table 5§ Experimental results of determining the number of selected community

The number of The number of papers | The number of relevant Recall | Precision
selected communities |in j communities P(j) | citations in j communities

j NG)

j=6 13,302 333 0.97 0.025
j=35 12,663 333 0.97 |0.026
j=4 11,113 283 0.83 0.025
j=3 10,174 283 0.83 0.027
i=2 9089 257 0.81 0.028
j=1 4395 252 0.73 0.057

:?:)e:re;lfin:ig)e eg\rge;letfécrtzzults Rank Community ID Similarity value

communities 1 ‘14’ 0.004206
2 ‘49’ 0.053871
3 ‘48’ 0.077497
4 ‘15’ 0.202284
5 ‘13’ 0.235112
6 22 0.290117
7 “18° 0314114
8 ‘18 0.385652
9 ‘v 0.408453
10 0 0.451868
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+ 5409 + 1983). This merged graph of 12,663 articles narrows the search space
compared to 67,850 scientific articles in the dataset. As a result, the search space for
further processing of paper recommendations now represents only (12,663/67850)
18% of the total dataset volume. Meanwhile, the overall precision accuracy across
the five selected communities stands at 97%.

The following experiment is a paper recommendation test using the proposed
community-based model and non-community-based methods. Paper recommenda-
tion testing is carried out sequentially using the CBF (Content-Based Filtering)
approach, GF (Graph-Based Filtering) Personalized PageRank (GF-PPR), and GF
Personalized PageRank based on community selection (PPR_TC) references. The
CBF method is represented by the Do2Vect, Cosine TF-IDF, and Bert methods,
while the GF-PPR approach is represented by the PPR Restart, Query-PPR, and
Edge Weight-PPR methods. The PPR_TC method was tested on the Information
Retrieval (IR) topic community. The test results appear in Table 8.

The average performance of various recommendation methods, evaluated using
Recall@n, is ranked as follows: PPR_TC > GF-PPR > CBF. The CBF method relies
solely on text content, while PPR incorporates both text and graph content. In contrast,
PPR_TC combines text and graph content with community topic selection. The
experimental results indicate that paper recommendations utilizing community topic
selection enhance the effectiveness of the Personalized PageRank (PPR) model [9].

Table 7 Five selected topic communities

Ranks | Community | Topic (weights) The number of | Relevant Recall
ID papers in a references in a | accuracy
community community

1 ‘14’ Topic | Topic | Topic | 4260 252 (252/341)
14 10 22 =73%
0.577 0.2819 |0.0325

2 ‘48 Topic | Topic | Topic 7 | 1392 5 (5/341) =
14 10 1.4%
0.513 |0.248 |0.095

3 ‘49’ Topic | Topic 7 | Topic | 1516 26 26/341 =
14 20 7.6%
0.783 |0.0422 |0.042

4 ‘15’ Topic | Topic 7 | Topic | 5409 49 (49/341)
14 20 =14%
0.830 |0.056 |0.0261

5 ‘13’ Topic | Topic | Topic 7 | 1983 1 (1/7341) =
14 22 0.2%
0.7098 |0.0851 |0.067

Total 12,663 331 97%
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Table 8 Comparison of recommendation methods based on community and non-community

Citation recommendation approach Recall |Recall |Recall |Recall | MAP | MRR
@25 @50 @75 @100 | @100 | @50
CBF (content)-based | Doc2Vect 0.051 [0.077 |0.096 |0.15 0.026 |0.049
filtering Cosine TFIDF 0.176 |0.251 [0.288 |0.316 [0.078 |0.06
BERT 0.151 |0.326 |0.406 |0.462 |0.028 |0.031
GF-PPR PPR restart 0.067 |0.101 |0.123 |0.183 |0.012 |0.043
(Content + Graph) Query-PPR 0.277 |0.391 |0451 |0.525 [0.073 |0.138
Based filtering Edge weight PPR | 0.241 |0.367 [0.405 |0.494 |0.095 |0.138
PPR_TC (content + |PPR_TC 0.279 |0.379 0459 |0.513 |0.1 0.167
community
graph)-based filtering

5 Conclusion

The graph feature extraction method has produced a set of communities, community-
topic distributions, paper-topic distributions, and topic-word distributions used to
select relevant communities for paper recommendations. The community selection
method can constrain the search space (forming a local graph represented in the
chosen communities) but still results in good recall accuracy. The experiment shows
that the community selection relating to IR topic queries produces the five selected
sub-graphs (communities). These selected communities have only 18% of the total
dataset volume while still having 97% of recommended paper candidates from the
ground truth test. So, in future research, the recommendation process applying graph-
based filtering can be conducted only on the sub-graph rather than the whole graph.
The experimental results indicate that paper recommendations utilizing community
topic selection enhance the effectiveness of the Personalized PageRank (PPR) model.
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