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Abstract

Clustering regions in Indonesia based on poverty

data is essential for developing targeted policies.

A key challenge is determining the optimal

number of clusters to accurately reflect regional

disparities. This study compares the Bisecting K-

means and K-means algorithms, evaluating them

with Sum Squared Error (SSE), David-Bouldin

Index (DBI), and Silhouette Coefficient (SC).

Evaluation results identified K-means with six

clusters (k= 6) as the most optimal model. It

achieved a low SSE (2129.37), a relatively low DBI

(0.82), and a moderate SC (0.3625). This model

successfully maps regions from the most

prosperous to the poorest, providing a clear basis

for poverty alleviation strategies. For future work,

a deeper analysis of cluster members using

heatmaps or boxplots is recommended.

Visualizing the results on a map would also help

stakeholders easily understand the spatial

distribution of poverty levels. Furthermore,

comparing clustering results year-on-year would

be valuable for tracking regional progress.
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Abstract. Clustering regions in Indonesia based on poverty data is essential 

for developing targeted policies. A key challenge is determining the optimal 

number of clusters to accurately reflect regional disparities. This study 

compares the Bisecting K-means and K-means algorithms, evaluating them 

with Sum Squared Error (SSE), David-Bouldin Index (DBI), and Silhouette 

Coefficient (SC). Evaluation results identified K-means with six clusters (k 

= 6) as the most optimal model. It achieved a low SSE (2129.37), a relatively 

low DBI (0.82), and a moderate SC (0.3625). This model successfully maps 

regions from the most prosperous to the poorest, providing a clear basis for 

poverty alleviation strategies. For future work, a deeper analysis of cluster 

members using heatmaps or boxplots is recommended. Visualizing the 

results on a map would also help stakeholders easily understand the spatial 

distribution of poverty levels. Furthermore, comparing clustering results 

year-on-year would be valuable for tracking regional progress. 

1 Introduction 

According to data from the Central Statistics Agency (BPS), the percentage of poverty in 

Indonesia as of March 2023 was 9.36%, while as of March 2024 it was 8.47% with the 

number of poor people reaching 23.85 million [1]. Major challenges for the central 

government in addressing poverty include formulating national poverty alleviation policies, 

determining more targeted budget allocations, and identifying regions that fall into the 

extreme, middle, and low poverty categories. For local governments, for example, the 

challenge is understanding their region's position relative to other regions and determining 

development priorities (education, health, infrastructure, and economic empowerment). The 

first step in overcoming the problem of poverty in Indonesia is to understand the pattern and 

description of poverty in each region using the clustering method.   

Clustering and mapping regions in Indonesia based on poverty data is useful for 

identifying areas with similar poverty characteristics, enabling more targeted policies and 

programs. Central and regional governments can use it to formulate poverty alleviation 

strategies and allocate budgets efficiently; academics and researchers can utilize it for data-

driven studies and recommendations; NGOs and international organizations can use it as a 
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basis for targeted social interventions; and the public and media can gain transparency into 

regional conditions and play a role in policy oversight. 

One of the obstacles in applying clustering to poverty data is determining the most 

appropriate number of clusters to represent the differences in poverty levels between regions 

more accurately.  Several studies on clustering indicators and poverty rates using clustering 

methods have been conducted. Luchia et al. conducted research on comparing K-means and 

K-Medoids on clustering poverty data in Indonesia [2]. The results showed that the K-means 

algorithm is superior to K-Medoids in clustering poverty data in Indonesia. This is evidenced 

by the best K-means DBI value of 0.041 with K = 8 trials. 

Munandar implemented clustering algorithm for grouping poverty level in Banten 

Province using K-Medoids and K-means [3]. The clustering results show an equal 

distribution of 3 clusters in K-medoid and K-means using RStudio, namely 3 regencies/cities 

with low poverty, 3 regencies/cities with moderate poverty, and 2 regencies/cities with high 

poverty. However, the DBI value in the K-Medoid algorithm is lower than K-means with 

results of 0.582 and 0.602, respectively. Rahman et al. performed a clustering approach to 

identify multidimensional poverty indicators for the bottom 40 percent group. K-means 

algorithm was tested with four different distance measure: Euclidean Distance (ED), 

Correlation Similarity (CrS), Cosine Similarity (CS) and Dice Similarity (DS) to choose the 

best distance measure [4]. Wardani et al. conducted a research on implementation of the K-

means method for clustering Regency/City in North Sumatra based on poverty indicators [5].  

In this paper, the author conduct research on the comparison of K-means Clustering and 

Bisecting K-means Clustering algorithms in clustering poverty information in Indonesia. 

Three different evaluation metrics, namely Sum Squared Error (SSE), Davies-Bouldin Index 

(DBI), and Silhouette Coefficient (SC) are applied to evaluate the clustering results using the 

K-means and Bisecting K-means algorithms and to determine the most appropriate number 

of clusters for poverty data in Indonesia. 

2 Research Methods 

The data used in this study was taken from the Indonesian Central Statistics Agency (BPS) 

website (https://www.bps.go.id). The data contains 22 attributes that serve as poverty 

indicators in 514 regencies/municipalities in Indonesia in 2023. The following are the 

attributes: 

 

1. REG: Regency/city 

2. JPM: Number of poor people 

3. PPM: Percentage of poor population 

4. P1: Poverty depth level 

5. P2: Poverty severity index 

6. PL: Poverty line (Rp/cap/month) 

7. < SD: Percentage of poor population 

aged 15 years and above, who have 

completed less than elementary school 

8. TMT SD/SMP: Percentage of poor 

population aged 15 years and above 

who have completed 

elementary/middle school 

9. >SMA: Percentage of poor people 

aged 15 years and above who have 

completed high school or above 

10. 7-12: School participation rates of 

poor population by regency/city and 

age group 7-12 

11. 13-15: School participation rate of 

poor population by regency/city and 

age group 13-15 

12. TB: Percentage of poor population 

aged 15 years and above who are 

unemployed 

13. BSI: Percentage of poor population 

aged 15 years and above working in 

informal sector 

14. BSF: Percentage of poor population 

aged 15 years and above working in 

formal sector 
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15. TB1: Percentage of poor population 

aged 15 years and above who are 

unemployed 

16. BSP: Percentage of poor population 

aged 15 years and above working in 

the agricultural sector 

17. BBSP: Percentage of poor population 

aged 15 years and above working in 

non-agricultural sectors 

18. PM: Percentage of per capita 

expenditure on food and having poor 

status 

19. PTM: Percentage of per capita 

expenditure on food and having non-

poor status 

20. PMPTM: Percentage of per capita 

expenditure on food and having poor 

and non-poor status 

21. AL: Percentage of poor households 

using adequate water 

22. JS: Percentage of poor households 

using their own toilet 

 

Figure 1 shows the research stages. The explanations of each stage are elaborated in the 

following sections. 

 

 

Fig. 1. Research stages. 

2.1 Data Preprocessing  

Data preprocessing carried out in this study consisted of data cleaning, data transformation, 

and data selection. Data cleaning process was performed to ensure no missing data. The 

results showed 21 missing values represented by "-" in the dataset. This prevented the 

clustering process from being performed due to the presence of string values. To address this 

issue, the data was replaced with NaN values. Then, imputation using average values were 

applied toward the NaN values of the following attributes: < SD, BSF, BSP, BBSP. The next 

step was checking for outliers by examining the descriptive statistics of the dataset and 

calculating outliers using the Interquartile Range (IQR). After the outliers were found, the 

Robust Scaler method was applied to the dataset to reduce the influence of outliers on the 

data scale. Next, data transformation was carried out. Data transformation was changing the 

data type to the appropriate format and simplifying the data [5]. The dataset contains object-

type attributes, namely < SD, BSF, and BSP. Those attributes should be float data types. 

Therefore, a data transformation process was performed to change the data type from object 

to float. 

The clustering process requires data with relevant variables for analysis. Therefore, a 

selection process was carried out. This study involved two stages of selection: manual and 

Principal Component Analysis (PCA). In the manual selection process, three attributes were 
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removed because the values were already represented by other attributes, namely PL, TB1, 

and PMPTM. Thus, the manual selection results in 19 remaining attributes. 

The next stage of data selection was examined the relationships between variables by 

implementing correlation analysis. Figure 2 shows the results of the correlation analysis. 

 

 

Fig. 2. Correlation analysis of numerical attributes. 

The correlation analysis results indicate that several variables have a significant 

correlation, which can lead to suboptimal clustering results. The attributes with the highest 

correlation are the first index attribute and the second index attribute, with a correlation of 

92%. Next, the second index attribute and the third index attribute have a correlation of 96%. 

To address this issue, the solution was not to remove one of the highly correlated variables. 

The problem was solved using the PCA method. 

From 19 variables, the data was reduced to three main variables using PCA with a 

cumulative explained variance value of 0.8265. This value indicates that data reduction to 

three main components still retains 82.65% of the information or total variation in the original 

data. This process can help improve the quality and performance of the clustering model and 

can produce quite significant evaluation values. Figure 3 shows the results of the PCA 

process. 

 

 

 

 

 

 

Fig. 3. Result of principle component analysis. 

2.2 K-means clustering   

Clustering is a grouping of objects in each group or cluster that has the same characteristics 

between objects in a cluster but not with objects from other clusters [6]. K-means Clustering 

is one of the clustering methods that determines the number k and sets the initial centroid as 

the basis for cluster formation [7].  The following are the stages of K-means Clustering:  

1) Determine the value of k.  

2) Determine the initial centroid.  

3) Calculate the centroid distance with each data using the euclidean distance formula as 

follows to find the minimum distance to the centroid: 
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d(𝑥𝑖 , 𝜇𝑗)  = √∑(𝑥𝑖 − 𝜇𝑗)2 (1) 

                     

where : 

𝑥𝑖 = i-th data  

𝜇𝑗 = center data of each cluster  

 
4) Enter the data that has the smallest distance from the centroid.  

5) Create a new centroid from the cluster average calculation with the following equation:  

 

𝜇𝑘 =  
1

𝑁𝑘

∑ 𝒳𝑞  (2) 

  
where : 

𝜇𝑘  = centroid point of the K cluster  

𝑁𝑘 = the number of data in the K cluster 
𝑋𝑞  = is the q-th data in the K cluster  

 
6) Repeat steps 3-5 until the data in the cluster does not change.  

 

The implementation of the clustering process with the K-means algorithm was carried 

out using the sklearn.cluster KMeans library in Python. Next, clustering experiments were 

conducted with k = 2 to k = 10. 

2.3 Bisecting K-means clustering 

Bisecting K-means clustering is a variation of the K-means clustering algorithm. The main 

concept is to divide one cluster into two sub-clusters at each iteration until the number of 

clusters reaches a predetermined k value [8]. The following are the steps of Bisecting K-

means:  

1) Set k to determine the number of clusters.  

2) Assign one cluster to all data.  

3) Randomly determine the initial centroid and use K-means clustering with k = 2 to divide 

the clusters.  

4) Calculate the Sum of Squared Error (SSE) value of the two clusters using the following 

equation [8]:  

 

SSE = ∑ ∑ ∥ 𝑥𝑖 − 𝜇𝑗 ∥
xi∈Ck

2K

𝑗=1
 (3) 

 

where:  

K = number of clusters 

𝐶k = the k-th cluster  

μ𝑘 = centroid for the cluster 𝐶𝑘  

𝑥𝑖 = the i-th data point in the cluster  

∑   K
𝑗=1 = the sum of the SSE values of all clusters 

∑ =.
xi∈Ck

 the sum of the squared errors of all data points in a particular cluster 

∥ 𝑥𝑖 − 𝜇𝑗 ∥2 = the squared error formula. The euclidean distance is squared 
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5) Select the cluster that has the higher SSE value and divide the cluster into 2 clusters using 

K-means clustering. 

6) Repeat steps 3 - 5 until K clusters are formed.  

 

The implementation of the clustering process with the Bisecting K-means algorithm was 

carried out using the sklearn.cluster Bisecting KMeans library in Python. Furthermore, 

experiments were also conducted with varying values of k = 2 to k = 10. 

2.4 Clustering evaluation  

Several metrics are commonly used to evaluate clustering results, including Sum Squared 

Error (SSE), Davies-Bouldin Index (DBI), and Silhouette Coefficient (SC). The SSE 

measures the sum of the squared distances of each data point from its cluster center. A smaller 

value indicates a more compact cluster, although the SSE tends to decrease as the number of 

clusters increases. The DBI compares the ratio between intra-cluster distances and inter-

cluster distances; a lower DBI value indicates better clustering quality, as the clusters are 

denser and more clearly separated. Meanwhile, the SC evaluates how similar a point is to its 

own cluster compared to other clusters, with values ranging from -1 to 1; the closer to 1, the 

better the clustering quality. In this study, these three metrics were applied to evaluate the 

clustering results of the K-means and Bisecting K-means algorithms. Clustering experiments 

were conducted for each algorithm, varying from k = 2 to k = 10, and the results were then 

compared. A comparative analysis of the experimental results for both algorithms was then 

performed to draw conclusions.  

2.5 Clustering evaluation  

Analysis of the recommended cluster members was carried out by describing the 

characteristics of the cluster members based on the average value of each attribute. 

3 Results and analysis 

3.1 Evaluation of the number of clusters  

By using 514 pre-processed data, the clustering process was implemented using module 

sklearn.cluster Bisecting KMeans and module sklearn.cluster K-means which are available 

in scikit-learn Python machine learning library. The experiment was carried out with k = 2 

to k = 10. Evaluation of clustering results was carried out using 3 clustering evaluation 

metrics, namely SSE, DBI, and SC. Table 1 describes the comparison of SSE, DBI, and SC 

values of K-means and Bisecting K-means. Visualization of the relationship between k and 

each type of clustering evaluation metric is depicted in Figures 4, 5, and 6. 

Based on Elbow method, Figure 4 shows that for both algorithm (K-means and Bisecting 

K-means), the elbow point is seen at k = 5 since the SSE (Sum of Squared Errors) decreases 

sharply from k = 2 to k = 5 and after that, the decline persists but tends to be more gradual. 

This means that with 5 clusters, the model is good enough to minimize the SSE, and adding 

clusters after that does not reduce the SSE significantly. 

Figure 5 depicts the 3D visualization of clustering results using K-means and Bisecting 

K-means at k = 5 as the results of the Elbow method above. There is one very large cluster 

(289 points) and several small clusters (9, 26, and 29 points). This means the clustering tends 

to be unbalanced, with one cluster dominating. This could indicate that K-means is not 
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optimal for separating small groups. Means, on the other hand, bisecting K-means (k = 5) 

produces a more even cluster distribution, making it more representative. 

Table 1. Comparison of SSE, DBI, and SC values of K-means and Bisecting K-means. 

K 

SSE  DBI  SC  

K-means 
Bisecting    

K-means 
K-means 

Bisecting    

K-means 
K-means 

Bisecting    

K-means 

2 5519.9221 5519.9221 0.6639 0.6639 0.7973 0.7973 

3 4143.836 4358.3972 0.8559 1.0929 0.4402 0.5661 

4 3337.8056 3549.4262 0.9534 1.1345 0.444 0.3201 

5 2547.5861 2917.5976 0.8586 1.0934 0.3424 0.3641 

6 2129.3691 2466.0845 0.82 1.0445 0.3625 0.3774 

7 1858.8423 2055.7257 0.8592 0.9266 0.3655 0.3623 

8 1602.1058 1758.7802 0.8608 0.9357 0.3585 0.3609 

9 1452.2105 1635.3366 0.9037 1.0201 0.2694 0.3134 

10 1332.8769 1487.1604 0.9018 1.0003 0.2683 0.3118 

 

 

Fig. 4. The relationship between the k value and SSE. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. 3D visualization of clustering results using K-means (k = 5) and Bisecting K-means (k = 5). 
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Using Davies-Bouldin Index, a lower DBI value is better because it indicates more 

separate and compact clusters. As can be seen in Figure 6, for K-means, the lowest DBI value 

is 0.6639 (k = 2), but k = 2 is too simple since it is only divided the data in two large clusters.  

After that, the DBI value is relatively stable and the next best is around k = 6 (0.82), which 

is smaller than the values around other k values. For Bisecting K-means, the lowest DBI 

value is around k = 7 (0.9266). 

 

 

Fig. 6. The relationship between the k value and DBI. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. 3D visualization of clustering results using K-means (k = 6) and Bisecting K-means (k = 7). 

 

Figure 7 depicts a 3D visualization of the results of K-means clustering at k = 6 and 

Bisecting K-means at k = 7, according to the best results using the DBI metric. In K-means 

(k = 6), the clusters appear quite clearly separated. However, there is an imbalance in size 

(some clusters are very small). The DBI value is lower than Bisecting K-means (0.82), 

indicating better inter-cluster separation than Bisecting. 

In Bisecting K-means (k = 7), the clusters appear more "broken" into smaller parts. 

Many small clusters result in a more fragmented distribution. Compared to K-means, the 

DBI value is higher (0.93), indicating poorer cluster quality (less compact/less separated 

clusters).   In other words, K-means produces better clustering (lower DBI) than bisecting 

K-means in this dataset. 

Using Silhouette Coefficient as evaluation metric, a higher SC value is better because it 

indicates that objects are in the appropriate clusters (clear separation between clusters). As 

shown in Table 2 and Figure 8, the highest Silhouette Coefficient value of K-means and 

Bisecting K-means are the same, namely 0.7973, which is obtained at k = 2.  According to 

Kaufmann & Rousseeauw, an SC value of 0.7973 indicates that the cluster formed has a 

strong structure [9]. However, in this dataset, clustering in two clusters is too simplistic. 

0

2

2 3 4 5 6 7 8 9 10

D
BI

Number of Clusters (k)

Davies-Bouldin Index

DBI of K-Means DBI of Bisecting K-means

8

E3S Web of Conferences 687, 02008 (2026)
InCASST 2025

https://doi.org/10.1051/e3sconf/202668702008



After k = 2, the SC value drops sharply, but stabilizes around k = 6–7 (0.36–0.37), indicating 

that the cluster structure is starting to balance. For Bisecting K-means, a similar pattern 

occurs. The highest SC of Bisecting K-means is at k = 6 (0.3774). 

 

 

Fig. 8. Comparison of Silhouette Coefficient of K-means Clustering and Bisecting K-means Clustering. 

Figure 9 is a 3D visualization of K-means and Bisecting K-means clustering, both are 

results from the k = 2. The figure also shows the SC values for each cluster resulting from 

each clustering method. It is clear from both figures that the first cluster, whose points are 

colored yellow, appears to be clustered in close proximity, while the second cluster, 

containing points colored other than yellow, tends to be scattered. This indicates that the 

first cluster is very similar to each other, while the second cluster is actually not very similar. 

The SC values for both clusters, both from K-means and from Bisecting K-means, also 

reflect the same thing. The first cluster has a strong structure, while the second cluster has 

a weak structure, or even almost no structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (a) (b) 

Fig. 9. 3D visualization of K-means Clustering results (k = 2) and Bisecting K-means (k = 2). 

Based on the analysis of the tables and graphs above, several general conclusions are 

drawn. K-means tends to produce more compact and separate clusters than bisecting K-

means, as evidenced by its better (lower) SSE and DBI values. Bisecting K-means' 

performance is not significantly different, but tends to be more stable at medium cluster sizes 

(k = 6–8), as evidenced by its slightly higher SC.  
Although k = 2 yields the highest SC and lowest DBI values for both the K-means and 

Bisecting K-means methods, the number of clusters = 2 is considered to oversimplify regional 
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grouping. While it may be useful as a general clustering technique, it is less able to capture 

more detailed clusters. 
Based on the balance of the three metrics (low SSE, low DBI, and moderate SC), the 

optimal k value is around k = 6. At this point, K-means has a low SSE (2129.37), a relatively 

low DBI (0.82), and a moderate SC (0.3625). 

3.2 Cluster member analysis  

A more in-depth analysis was conducted based on the description of cluster members at k = 

6. The average value data for each attribute at k = 6 was used as the basis for the description 

of cluster members. Table 2 shows the number of members of each cluster. Table 2 elaborates 

the average value of each attribute at k = 6. In this paper, only clusters formed from the K-

means method are analyzed further.  Table 4 describes the characteristic of each cluster based 

on the data from Table 3.  The 6 clusters that were formed have diverse characteristics, 

ranging from clusters containing very poor residents to clusters containing relatively 

prosperous residents. 

Table 2. Number of cluster members. 

Cluster 
Number of  Cluster Member  

K-means Bisecting K-means 

1 41 9 

2 284 11 

3 8 262 

4 27 135 

5 150 73 

6 4 24 

Table 3. Average value of each atribute. 

  ATTRIBUTE 

 

 

CLUSTER 

JPM PPM P1 P2 <SD TMT 

SD/SMP 

>SMA 7-12 13-15 

1 43.7 24.6 5.5 1.7 25.0 50.8 24.1 97.1 93.2 

2 54.3 10.9 1.6 0.4 21.0 55.4 23.7 99.4 91.7 

3 43.1 34.2 6.8 2.1 59.0 30.3 10.7 59.1 52.4 

4 20.3 12.4 2.1 0.6 28.0 50.7 21.3 86.9 88.2 

5 50.6 7.0 1.0 0.2 13.4 52.1 34.7 99.4 95.2 

6 48.2 35.7 12.1 5.8 50.5 34.8 14.8 81.6 73.7 

 
ATTRIBUTE 

 

 

CLUSTER 

TB BSI BSF BSP BBSP PM PTM AL JS 

 

 

1 38.2 52.2 9.6 47.2 14.7 63.5 54.6 73.8 74.2 

2 41.5 44.5 14.1 37.0 21.5 63.1 54.0 79.6 81.6 

3 24.1 74.4 1.4 74.4 1.4 68.7 64.9 68.9 41.6 

4 42.9 46.7 10.4 40.0 17.1 62.2 53.2 75.6 74.3 

5 47.4 25.1 27.5 14.6 41.9 58.5 46.6 92.5 93.9 

6 17.7 81.4 0.8 81.4 7.4 68.1 64.4 50.4 59.6 
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Table 4. Characteristics of each cluster. 

Cluster Description 

1 Poverty is moderate, but the community is relatively well-off in terms of education 

and basic access. 

2 Large number of poor people but low poverty rate; good education and access. 

3 Severe poverty with low levels of education and infrastructure, dominated by the 

agricultural sector. 

4 Moderate poverty, education and infrastructure. 

5 The most prosperous region, lowest poverty, best education and access. 

6 The poorest and most underdeveloped region, low level of education, predominantly 

agricultural, minimal infrastructure. 

 

4 Conclusion 

K-means tends to produce more compact and separate clusters than Bisecting K-means, as 

evidenced by its better (lower) SSE and DBI values. Bisecting K-means' performance is not 

significantly different, but tends to be more stable at medium cluster sizes (k = 6–8), as 

evidenced by its slightly higher SC. 

Based on the evaluation results of three metrics (SSE, DBI, and SC), the K-means method 

with k = 6 is the most optimal clustering model for poverty data with a low SSE (2129.37), 

a relatively low DBI (0.82), and a moderate SC (0.3625). The results of this clustering are 

able to map areas from the most prosperous to the poorest, so that they can become the basis 

for formulating more targeted development and poverty alleviation policies. 

Future works need to be done are analyzing the member of each cluster by using heatmap 

or boxplot for each attribute, and visualizing the clustering results in the form of a map such 

that relevant parties might be easier to understand the picture and pattern of the distribution 

of poverty levels in various regions of Indonesia. Comparing clustering results from year to 

year is also interesting to do to see progress in each region. 
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