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Journal of Applied Sciences and Smart Technologies (IJASST), which is managed and 

published by the Faculty of Science and Technology, Universitas Sanata Dharma. IJASST 

is an open-access peer-reviewed journal that mediates the dissemination of research and 

studies conducted by academicians, researchers, and practitioners in science, engineering, 

and technology. Its scope also includes basic sciences which relate to technology, such as 

applied mathematics, physics, and chemistry. 

In this edition, We have fourteen papers authored by researchers from Indonesia 

and Africa. Submitted papers are reviewed fairly using the open journal system (OJS) of 

IJASST. After the review process, accepted papers of the journal are publicly available 

for free at the website of IJASST. For future issues, we are looking forward to your 

contributions to IJASST. 
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Abstract 

Vehicle counting systems using image processing and deep learning have been widely 

studied. Using images captured by CCTV cameras makes vehicle counting effective and 

efficient. Although much research has been done, there are still challenges in direct 

application in the field. Object detection methods such as YOLO are widely chosen. In field 

applications, challenges are found such as rainy, nighttime, or foggy conditions and the use 

of appropriate hardware. In this study, the YOLOv8s and YOLOv8n object detection 

methods are proposed using Contrast Limited Adaptive Histogram Equalization (CLAHE) 

image enhancement in preprocessing and datasets and run using SBC Jetson Nano. From 

this study, the results obtained an increase in detection values of around 10% to 20% in 

dark image conditions and there was no improvement for bright images. The average 

accuracy is 0.873312 for YOLOv8s and 0.866906 for YOLOv8n with image enhancement. 

And the processing time on Jetson Nano is 59.5 ms for YOLOv8n. 

 

Keywords: Vehicle Detection, Image Enhancement, YOLO, CLAHE 
 

 

1 Introduction 

Vehicle counting systems using image processing and deep learning have been 

widely studied. By using image processing from CCTV camera captures, automatic 

vehicle counting can be done effectively and efficiently. By using this mechanism, the 

devices used in the field are relatively simple in the form of CCTV cameras, either 

specially installed or already installed. The camera can still be used for its basic 

applications, for example for manual monitoring of road conditions. 

Research has been conducted on vehicle counting using the r-CNN, YOLO, Deep 

Sort, SSD and color based methods. [1]–[8]. This model can also be applied to other 

http://creativecommons.org/licenses/by/4.0/
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applications such as to classify truck types based on the number of truck axles. [9]. 

Although much research has been done, there are still challenges in direct application in 

the field. In the application in the field, there will also be challenges of weather, whether 

rain, night or foggy. There are previous studies that use the Contrast Limited Adaptive 

Histogram Equalization (CLAHE) image enhancement method and variations of the use 

of the YOLO method. [10]. In this research, the detection results were improved but 

were still applied to personal computers with high specifications. 

 The use of embedded system devices that are suitable for image processing and 

deep learning is very important to ensure the system works in real time. Jetson Nano is 

one of the Single Board Computers (SBC) made by Nvidia that is dedicated to image 

processing with the most affordable price of the other Jetson series. With the lowest 

series, the implementation of deep learning used is also only capable of using 

lightweight methods. There is a study conducted using Jetson Nano for vehicle counting 

using MobileNet SSD v2 [11]. Image-based vehicle detection and tracking in varying 

weather conditions is also being researched [12], but has not discussed related to direct 

application. In this study, an object detection method is proposed with YOLOv8s and 

YOLOv8n variations using Contrast Limited Adaptive Histogram Equalization 

(CLAHE) image enhancement in preprocessing and dataset and run using SBC Jetson 

Nano. It is expected to improve vehicle detection results, especially during night 

conditions with uneven lighting and can be applied in the field in real time.  

2 Material and Methods 

In the proposed system there are two stages, namely training dataset and vehicle 

detection using YOLO. The object detection used is YOLOv8s and YOLOv8n. The 

dataset used consists of original images from CCTV cameras and datasets from original 

images that are augmented using the image enhancement model CLAHE. The dataset 

was obtained from collecting images from several CCTVs spread across Madiun, 

Semarang and Surakarta in Indonesia. Two types of datasets produce two types of 

datasets. In conducting the vehicle detection experiment, two variations were also used, 

namely the original image and the image that was preprocessed using the image 

enhancement CLAHE. The detection results from the dataset variations, YOLO models 
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and image preprocessing will then be analyzed further. The research process flow is 

shown in Fig. 1. 

The process flow is divided into two stages, the first is the training stage and the 

detection stage. In the training stage, the dataset consists of normal images and images 

enhanced with CLAHE. Each image is trained to produce model 1 with the original 

image dataset and model 2 with the original image dataset and images enhanced with 

CLAHE. Next is the process of testing the detection results with YOLO using original 

input images and images that have been enhanced with CLAHE. The output is obtained 

so that it can be compared and analyzed further. 

2.1 Image Enhancement using CLAHE on LAB Color Space 

Image enhancement is focused on improving nighttime captured images. 

Nighttime captured images tend to have characteristics that are dark or unevenly bright 

and dark. This makes objects or vehicles on the dark side difficult to recognize. The 

image enhancement used in this study is Contrast Limited Adaptive Histogram 

Equalization (CLAHE). Here CLAHE is applied to LAB Color Space [13]. The color 

space used in standard images and CCTV images is RGB. The first step is to convert 

RGB color space to LAB color space.  
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Figure 1. Research Process Flow 



 

   
 

 

 
 
 
 
 

 
224 

 

  

Putra et.al., IJASST, Volume 07, Issue 02, 2025 

This is done because LAB color space consists of L (lightness), A (red/green value), B 

(blue/yellow value). By utilizing the L section to perform CLAHE enhancement, it is 

expected to correct uneven light and dark conditions in night images. After CLAHE is 

performed on the L section, the L, A and B sections are combined again and converted 

back to RGB color space. The flow of the CLAHE image enhancement process on the 

color image is shown in Fig. 2. 

2.2 Dataset and Experiment Specification 

The dataset for training the YOLO model consists of a combination. Dataset 1 is a 

dataset consisting of original images captured by the camera without any modification. 

Dataset 2 is a dataset consisting of a combination of original images captured by the 

camera and images captured by the camera that have been augmented with CLAHE 

image enhancement. The combination of datasets is shown in Table 1. The parameter 

settings for training the YOLOv8 model are shown in Table 2. The image size is set to 

640 and Epoch 100 for each training dataset. 
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Figure 2. Color Image Enhancement Process Flow using CLAHE 

 

Table 1. Dataset Combination Setting 

Dataset Original Image Image Enhancement  

CLAHE 

Dataset 1 √  

Dataset 2 √ √ 
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Table 2. YOLOv8 Series model training parameter values 

Parameter YOLO8s 

Size of Input Images 640 

Epoch 100 

 

 

Figure 3. Graphic of Number of Annotation on Dataset (with and without Image 

Enhancement) 
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The dataset itself consists of captured images from several CCTV points in 

Indonesia during day, night and rainy conditions. The number of datasets used for 

Dataset 1 and Dataset 2 is shown in Table 3 and Fig. 3. The dataset consists of four 

classes, namely bus, truck, car and motorbike. There is a difference in the number of 

datasets 1 and 2 due to the difficulty in equalizing and balancing the number of images 

used. Training is done with the help of Google Colab with a training time of 

approximately 2 hours. 

The hardware setup to be tested is shown in Fig. 4. It consists of the main 

processor in the form of a Jetson Nano single board computer, a switch/hub with POE 

and IP Camera. The specifications of Jetson Nano are shown in Table 4. Jetson Nano is 

the most economical SBC series from Nvidia which is specifically designed for 

processing images and AI. Nvidia Jetson Nano itself supports the use of TensorRT. 

NVIDIA TensorR is an SDK for high-performance deep learning inference. It already 

contains a deep learning inference optimizer and runtime that can provide processing 

speed for deep learning more efficiently. TensorRT-based applications have a 

performance 40X faster than CPU usage during inference. TensorRT is built on 

CUDA®, NVIDIA's parallel programming model, and allows for optimizing libraries 

that leverage inference, development tools, and technologies in CUDA-X ™ for 

artificial intelligence, autonomous machines, high-performance computing, and 

graphics. With TensorRT, developers can focus on creating new AI-powered 

applications rather than tuning performance for inference applications. 

Table 3. Number of Annotation on Dataset  

Class 

Name 

without Image Enhancement With Image Enhancement 

Total 

Count 

Training 

Count 

Validation 

Count 

Test 

Count 

Total 

Count 

Training 

Count 

Validation 

Count 

Test 

Count 

Motor 8433 6122 1665 646 3485 2480 669 336 

Car 5587 4094 1080 413 2684 1944 509 231 

Truck 977 700 183 94 791 566 151 74 

Bus 365 261 58 46 604 420 124 60 
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Figure 4. Hardware Setup 

Table 4. Experiment Specification on Jetson Nano 4GB 

Name Specification 

OS Jetpack 4.6 

CPU Quad-core Arm A57 processor @ 1.43 GHz 

GPU 128-core Maxwell GPU 4GB 

RAM System Memory  – 4GB 64-bit LPDDR4 @ 25.6 

GB/s 

 

3 Results and Discussions 

Night photo images have low brightness and contrast. The brightness level is 

sometimes uneven so that objects on the dark side become unclear and difficult to 

recognize. As a result, image enhancement is carried out to obtain an image with a clear 

image. This is done on the dataset image or as a preprocessing stage before object 

detection. The results of the image enhancement process and the original image are 

shown in Fig. 5. It can be seen that the image from the image enhancement process with 

CLAHE gets a brighter image and even contrast for the night image. A comparison of 

the histogram of the original image and the results of the process with CLAHE image 

enhancement is shown in Fig. 6. This histogram is a histogram of the image converted 

into grayscale image space to make it easier to compare. From the histogram, it can be 

seen that after the image enhancement process, the distribution of color brightness is 

more even. 



 

   
 

 

 
 
 
 
 

 
228 

 

  

Putra et.al., IJASST, Volume 07, Issue 02, 2025 

 

Figure 5. Original Image (Left) and Result of Image Enhancement using CLAHE 

(Right)  

 

Figure 6. Histogram of Original Image (Left) and Result of Image Enhancement using 

CLAHE (Right) 
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In the dataset and testing, images captured by cameras from various regions in 

Indonesia were used. Training was carried out for the YOLOv8s and YOLOv8n object 

detection models to compare the performance that is suitable for use on the Jetson 

Nano. The test results for images in day and night conditions using the mode obtained 

an average accuracy result for the YOLOv8s model of 0.87, higher than YOLOv8n 

0.86. Although YOLOv8s is superior, the difference that occurs is not too significant. 

This comparison can be seen in Table 5. 

The results of the comparison of object detection using YOLOv8s with dataset 1 

for training for the original image and the image that was image enhanced are shown in 

Fig. 7. The image used is in night conditions. There appears to be an improvement in 

the detection rate for several vehicles. After image enhancement, there are also vehicles 

that were previously undetected that are detected.  

In the experiment using the YOLOv8s model and training using dataset 2. The 

results of the image comparison are shown in Fig. 8. In this model, it is trained with the 

original image dataset and added with augmented images with CLAHE image 

enhancement. From this experiment, there is no difference in the detection rate for the 

original image or the image that was image enhanced with CLAHE. This is because 

during the training process, image enhancement has been carried out so that the training 

dataset is balanced between the original image and the improved image. 

Table 5. Experiment Result on YOLOv8s and YOLOv8n 

Object YOLOv8s YOLOv8n 

Bus 0.931437 0.91791 

Car 0.837073 0.829733 

Motor 0.798421 0.794073 

Truck 0.926316 0.925907 

Average Accuracy 0.873312 0.866906 
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Figure 7. YOLOv8s on dataset 1 and original image test (Left) YOLOv8s on dataset 1 

and modified image test using CLAHE (Right) 

 

Figure 8. YOLOv8s on dataset 2 and original image test (Left) YOLOv8s on dataset 2 

and modified image test using CLAHE (Right) 

In the third experiment, the YOLOv8n model was used and training was done 

using dataset 2. The results of the image comparison are shown in Fig. 9. In this model, 

it was trained with the original image dataset and added with augmented images with 

CLAHE image enhancement. From this experiment, there was no difference in the 

detection rate for the original image or the image that was image enhanced with 

CLAHE. The detection rate performance decreased slightly when compared to using the 

YOLOv8s model. 
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Figure 9. YOLOv8n on dataset 2 and original image test (Left) YOLOv8n on dataset 2 

and modified image test using CLAHE (Right) 

 

Figure 10. Process Performance Test on Jetson Nano 

The last experiment is an experiment to determine the performance of each model 

to be applied to the SBC Jetson Nano as shown in Fig. 10. This is done to determine the 

appropriate model to choose. Small inference processes or high FPS are better to use. 

This is because it is very important for real-time applications in the field. Especially 

later for vehicle calculations which require an image tracking process there. If the 

processing speed is low, it means that many vehicles will be missed to be counted. The 

experiment itself compares the YOLOv8s and YOLOv8n models and YOLOv8n by 

applying the tensorRT feature to the Jetson Nano. The results of this test can be seen in 

Figure 10. The process performance between YOLOv8s and YOLOv8n is very far. In 
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this case, YOLOv8n excels in processing speed with a level of accuracy that is not too 

significant. The use of the tensorRT feature on the Jetson Nano can increase the 

processing speed by 21% better. 

4 Conclusions 

This paper focuses on the effect of using CLAHE image enhancement on the level 

of vehicle detection at night with the YOLOv8 detection model that is suitable for 

application on Jetson Nano. We use two types of datasets with object detection models 

YOLOv8s and YOLOv8n. From the experimental results, it is obtained that night 

images that are processed with CLAHE image enhancement produce images that are 

brighter and clearer visually when compared to the original image. For models using 

only the original image dataset, there is also an improvement in the level of detection 

when the processed image is preprocessed with CLAHE image enhancement. The level 

of vehicle detection using YOLOv8n is not significantly lower than YOLOv8s but with 

a much better processing speed on Jetson Nano. The use of TensorRT on Jetson Nano 

also improves the processing speed by up to 21% at an inference speed of 59.5 ms. 

From the experiment, it can be concluded that the YOLOv8n model with CLAHE image 

enhancement and the use of TensorRT is the optimal choice. By using image 

enhancement CLAHE can improve vehicle detection with deep learning models, 

especially in dark or night conditions. Future work is to count the number of vehicles on 

the highway by adding a tracking process. The processing speed results are limited to 

the image enhancement process and vehicle detection without tracking processes and 

others.   The use of Jetson SBCs with higher specifications is recommended so that 

faster processing can be applied in the field. 
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Abstract 

Crime is a phenomenon that needs to be understood and predicted to reduce victimizations 

and improve the efficiency of investments in personnel and equipment. Criminal data that is 

used to analyze crime today is more complicated, and voluminous than the data that was 

previously used in crime analysis. The present paper looks into the ability of XGBoost 

algorithm to address the prediction of crime types by using the Denver Crime Dataset to solve 

these problems with advanced techniques. This study evaluates the performance of an 

XGBoost model applied to the Denver Crime Dataset for classifying crime categories. Key 

metrics, including validation log loss, confusion matrix analysis, and classification reports, 

highlight the model's effectiveness. The validation log loss decreases rapidly during the initial 

epochs and stabilizes near zero, indicating excellent generalization and convergence. The 

classification report reveals perfect scores of 100 % across precision, recall, and F1 metrics 

for all categories, despite significant class imbalances. The confusion matrix confirms the 

model's precision and ability to handle frequent and rare crime types. The abovementioned 

outcomes show the benefit of developing sophisticated algorithms based on machine learning 

in optimizing the distribution of resources available and increasing the effectiveness of crime 

fighting in a community. 

Keywords: Classification, Crime Prediction, Machine Learning, XGBoost, Validation 

 

1 Introduction 

An exciting area of study revolves around security in communities, which is the 

crime prevention measure that combines modern knowledge in technology and the 

application of policies, management, and increased focus on the communities’ safety. As 
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human society goes through the process of globalization and integration more and more, 

as the process of digitalization of society progresses more and more, security threats have 

become more diverse (perplexed), therefore requiring a comprehensive approach to the 

issues of safety and protection. Recent studies show that there needs to be a convergence 

of physical and information security models and methods that are change-compatible and 

capable of dealing with all possible security threats. 

One of the most widely used models is the integrated model, which combines video 

monitoring with the safety of products and applications. In the modern perspective of 

shared services and the threat to personal information in cyberspace, this model is based 

on the idea that risks manifest in physical and digital dimensions [1]. For example, state-

of-the-art surveillance systems can employ Artificial Intelligence and Machine Learning 

algorithms to examine continuous data streams, to detect cyber and physical security 

threats in their formative stages [2], [3]. These systems are proactive and defensive; they 

can snuff out flames before they even start. Community-based security measures are 

being reinvented hand in hand with technological developments. Johnson [4], opined that 

to prevent acts of crime recklessness, people in the community should continuously 

involve themselves in neighborhood watch programs and local security councils. This 

participatory model assumes the residents as approvers of being secured and also helps 

them to take liability for their own security/personal securities [5]. Also, the concept of 

complementary and cooperative policing where the police work hand in hand with the 

members of the society is gradually becoming one of the important elements of a secured 

society [6]. 

Another element of community security that has recently emerged is cybersecurity, 

especially when more and more communal services become available on the Internet. 

These recent works constantly emphasize the demand for establishing stringent 

cybersecurity mechanisms from hacking, theft, and cyber-criminal activities such as 

ransomware attacks, data breaches, and others [7]. Cybersecurity combined with 

conventional security concepts and measures, which are considered as the layers in the 

defense system, respond to all kinds of threats. 

The policy frameworks are also dynamic to match these integrated security systems. 

Currently, governments have embraced progressive policies that support multi-
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stakeholder coordination of law enforcement, tech solutions, and non-profit leaders [8], 

[9]. These are more or less in the form of a framework prepared in a way that can bend 

and twist to respond to changing security dynamics and synchronize all the players in the 

guards of the community’s interests. Secondly, it is winning acceptance of resilience-

building measures introduced into the security policies of communities. This entails 

sensitization of communities to fast regain normalcy after security breaches physical or 

cyber through awareness, exercises policy formulation, and testing. Through a stronger 

emphasis on the resilience concept, the communities must be able to minimize the effects 

of security breaches in the long run while also increasing their safety. 

Security has also evolved in the community and has diversified, given that many 

community services are now online. The following articles prove the increasing 

importance of stylized cybersecurity defense mechanisms for guarding against data 

leakage, ransomware attacks, and other ‘cyber threats’ [1], [6]. The subject of cyberspace 

is synchronized with the conventional security concept, which is a systematically 

designed defense system against all forms of threats. 

For these integrated security models’ policy frameworks are also changing as well. 

The governments are embracing policies that make the application of counter-terrorism 

adaptive, where authorities, technology vendors, and non-governmental organizations 

work in cooperation [4], [7]. These policies are not rigid which may hinder the 

implementation as and when new security threats present themselves, the policies can be 

implemented to address those new threats as far as all the stakeholders agree with the 

implementation of the policies for the protection of the community. 

In addition, the processes of constructing resilience are being included in the 

security agendas of the communities. It also entails early preparation of the communities 

as to how they can quickly recover after incidents that may be physical or digital type by 

establishing education, training, and creating emergency response plans. In this way, by 

emphasizing on the concept of resilience, the communities can diminish the further effects 

of particular security incidents, and improve the general security conditions. Last but not 

least, the application of big data analytics on community security has been the focus 

recently. Applications of big data, lead to the identification of crime trends, and 

forecasting of incidents, optimize the distribution of resources, and prevention measure. 
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It empowers the police and members of society to prevent likely incidents based on this 

predictive model. It can be stated that the approach to community security in the modern 

world is based on the synergy of high-tech, communal involvement, and effective policy-

making strategies. Thus, communities will be able to protect their areas from the 

constantly emerging and diversifying threats in the physical, and cyberspace with the help 

of the adapted safety-focused approaches that combine physical and digital security to 

provide an environment for safety and security-related proactive thinking. 

One of the prime attributes for prediction offered by XGBoost in being an excellent 

choice for multi-class crime prediction is its class imbalance handling relative to other 

models from the traditional family, which have made unique contributions to the science 

of crime analysis and prediction. While traditional models like logistic regression or 

decision trees face severe difficulties when tackling large, imbalanced data and complex 

dependencies of features, XGBoost is a framework purposely designed to tackle all of 

these issues while refining its weak learners in an iterative manner to improve predictive 

performance. This attribute allows it to efficiently deal with large and complex crime data 

and adds to the applicability of current crime analysis [10].  

It is worth highlighting that XGBoost’s noteworthy contributions to crime 

prediction stem from its ability to attain high classification performance on real-world 

crime data sets, despite class imbalances. Typical models perform badly on rare crime 

recognitions due to their bias toward the majority-class objects. On the other hand, 

XGBoost optimizes log loss with weighted boosting, ensuring accurate classification of 

minority instances of crimes. XGBoost is also known to outperform traditional machine 

learning models regarding precision, recall, and F1-scores in multi-class crime prediction 

on highly imbalanced datasets [11]. Results of that study itself showed XGBoost won 

almost perfect classification performance, attesting to its superiority in multi-class 

classification tasks. 

XGBoost also improves interpretability and decisions, especially in crime 

prediction. Not being a black-box model like deep learning, it shows how important 

features will help the law enforcement agency to better understand these key factors 

behind different kinds of crimes. This understanding will, therefore, make things like 

resource allocation more efficient and evidence- and data-based when seeking to prevent 
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crimes. Such explainability in the crime prediction model is very important because it 

builds trust in an automated system used by law enforcement agencies [12]. Moreover, 

XGBoost convergence at low validation log loss with very high speed indicates good 

generalization, which makes it a reliable element for real-world applications [13]. 

However, results in the analysis of XGBoost models in crime prediction against 

results given by the traditional approach show that XGBoost is a way superior approach 

to the whole predictive policing spectrum. Its capacities outclass traditional approaches 

in utilization in reducing the time lost by evaluating such high-dimensional crime data 

and generating log loss while performing different classifications of crime types within 

that data. XGBoost technique for more advanced machine learning will stem into 

implementation of better sources of preventive crime strategies which contribute towards 

enhancing public security whilst optimizing law enforcement action. With still 

continuous improvement on boosting algorithms and feature selection techniques, it 

keeps a stronghold on the place of XGBoost within crime analysis and prevention [14]. 

2 Literature Review 

Integration of new technologies through connected communities, for instance, 

smart cities as well as other digital environments has brought new technologies and issues 

on security. This paper mainly targets various models and security measures in those 

communities, where machine learning (ML), Internet of Things (IoT), and blockchain 

technologies play a crucial part. These models cover both, classical security requirements 

and new-generation threats such as cyber threats and data leaks [15]. 

Generally regarded as ‘community policing’, community security measures have 

gone digital. Li, Yang, Zhao, and Sun [16], proposed a model that incorporates and 

achieves IoT sensors in community networks enhances real-time threat detection and 

reactive mechanisms. These sensors offer multiple-layered security because they can 

watch both physical and cyber events. Like Zhao, Chen, and Li, [17], the authors proposed 

a decentralized trust model for community networks which is based on the blockchain 

and aims to reduce the dependency on a central authority for secure P2P (Peer-to-Peer) 

communication. 
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The use of ML has transformed security frameworks affecting communities’ 

settings in various ways. Xu, Wang, and Liu [18], developed a new intrusion detection 

system using deep learning and random forest to handle cyber security threats from 

community networks. According to their model, they reported very high accuracy rates 

in identifying the threats of phishing, and malware. Furthermore, Kurniawan, Chandra, 

and Anwar [19], have shown that using data on the previous threats reinforcement 

learning allows for the improvement of the resource allocation in community security 

systems through effective change of threat-response mechanisms. 

The community security frameworks based on 'Internet of Things' have gained huge 

importance from the exponential rises in devices being connected. The research by Ruan, 

Meng, and Liang [20], showed that edge computing enhances the security aspects of IoT-

based communities. In addition, they have proposed a federated learning framework that 

enables machine learning models to train using community device data in a privacy-

guaranteed manner. Trabelsi et al [21] also suggested ways to make IoT networks safer 

by, using better encryption methods, especially homomorphic encryption. 

Blockchain has thus risen to the occasion in improving community security. A 

recent work, by Sarker, Zareen, and Karim [22], discussed the use of blockchain which 

focuses on safe identity management in a community environment. Their model also 

inherently guards against identity theft and any unauthorized access, through smart 

contracts and multi-signature authentication. Gupta, Goyal, and Das [23], discussed 

employing blockchain as a way of protecting data transactions in smart communities, 

hence promoting integrity and non-interference. 

Security is still an integral part of the community security models, especially as 

regards the cybersecurity facet. Multi-factor authentication (MFA) system was 

investigated [24] in the context of a community environment with emphasis on the fact 

that MFA is useful in mitigating unauthorized access. Another review by Chen, Li, and 

Zuo [25], also described the risks in community-based applications along with the 

necessity of secure software development practices in which security measures should be 

incorporated in the SDLC. 

Another feature that is important for community security models is privacy 

preservation. A privacy-preserving data-sharing model for smart communities developed 
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by Lee, Kim, and Choi [26], incorporates the use of differential privacy to hide data of 

those within the smart community. It also enables the sharing of data for the common 

good of the community (e. g. health) and at the same time preserves the individual’s 

identity. Zhang, Feng, and Wang [27], continued to discuss privacy preservation in 

vehicular networks for smart communities and introduced a low-complexity 

cryptographic model for the protection of the communication between vehicles and 

infrastructure. 

Specifically, the protection of communication networks is a prerequisite for the 

functioning of complex connected societies. Liu, Xie, and Yuan [28], additionally 

presented the improved routing scheme that protects the ad hoc community networks 

from attacks like eavesdropping and DoS. It leveraged elliptic curve cryptography (ECC) 

to enable fast and secure communication between community nodes. In addition, Ibrahim, 

Chen, and Ding [29], also focused on another application of AI where it is integrated to 

predict jamming attacks on wireless community networks thereby reducing different 

communication outages. 

AI is being widely used in community threat detection systems to anticipate and 

mitigate threats in society. Huang et. al designed a Convolutional Neural Network (CNN) 

to build an Intrusion detection system that detects an irregularity in community networks 

[30]. Their system also enhanced the identification performance of various elaborate 

intrusion strategies including the APTs (Advanced Persistent Threats). In another study, 

Ahmed, Khan, and Baig [31], developed a combined intrusion detection system based on 

both anomaly and signature detection which, it was noted, demonstrated a higher level of 

effectiveness in fighting zero-day attacks. 

It is even important to see that community security models must be equipped to 

resist and rebound from the attacks. Ashfaq, Bashir, and Raza [32], put forward an 

architecture for a self-healing mechanism for a community network through the use of 

the SASA or autonomic security agents. These agents constantly watch the network and 

then self-apply security fixes when problems have been discovered. In the same way, Sun, 

Wang, and Lin [33], used community infrastructures for the analysis of the so-called 

“cyber resilience”, a proactive defending method based on AI for constant risk evaluation 

and management. 
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Nevertheless, several issues are still outstanding in the current community security 

models. One of the biggest issues is the ability to maintain the current level of protection 

over the existing and particularly the emergent structures of the communities. According 

to Wang, Chen, and Zhang [34], it is recommended that more research studies be directed 

toward the development of contexts that provide scalable security solutions for large 

numbers of devices. Consequently, Kim, Park, and Kang [35], pointed out that another 

issue will be in the lack of policies to direct the deployment of security technologies’ 

innovation in community areas. 

For the most part, the literature review proves how fast and dynamic, security 

models and security measures meant for the communities’ protection are. It’s not just a 

matter of inventing the next generation of security tools: researchers are now engineering 

new approaches to emerging threats, from AI-based models to blockchain-secured 

identity management. As IoT becomes more integrated into communities, AI and 

Blockchain, security and privacy will be the key issues for all the innovations, while 

scalability and resilience will remain the key concepts for development 

3 Material and Methods 

Crime prediction is an important problem in the domain of policing in efficiently 

utilizing the resources available and reducing crime rates. Traditional methods of criminal 

analysis often fail to work effectively on complex and big volumes of modern crime 

datasets. The focus of this study is to see how effective the XGBoost model robust 

machine learning tool can be in predicting types of crimes from the Denver Crime 

Dataset. Precise categorization of crimes by XGBoost will help police agencies identify 

patterns and trends for preemptive action against criminal activities. 

The Denver Crime Dataset provided by the City of Denver, Colorado, is a public 

dataset containing specific information of crimes that have taken place inside the city. 

Such information includes the type of crime that took place, when it occurred, where it 

occurred, among others. Other representative types of crime in the dataset range from 

violent crimes, including assault and homicide, property crimes, including theft and 

burglary, to white-collar crimes. This database gets updated very frequently and serves a 
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variety of purposes: to see crimes, study the pattern, model ways to possibly prevent 

crimes, and support the police in their mission. 

Fig. 1 shows the principle of operation of the XGBoost, it is required to divide the 

whole dataset into several subsets. It is a crucial step for achieving computation efficiency 

and can also parallelize it. Each of these subsets will be used in training a different 

decision tree and will later be combined to get the last ensemble model. Unlike in most 

machine learning models, which use one single decision tree, XGBoost deploys multiple 

trees with the prediction from all combined for better accuracy. 

Boosting works by constructing additional trees in a manner that each tries to 

minimize a loss function, which represents the difference between the prediction and 

actual value. XGBoost adds to the classical methods of Gradient Boosting a variety of 

methods such as regularization techniques, shrinkage, and column sub-sampling, together 

with a more sophisticated tree-pruning method. The introduction of regularization 

prevents overfitting, while shrinkage reduces the impact of the greediness of the trees to 

avoid abrupt deteriorations in model performance. Note how the implementation here 

utilizes subsets to get the most out of memory and quicken training times. It is a tree 

 

 

Figure 1. XGBoost Classifier 
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structure and reflects that boosting is serialized, with each subset adding to the predictive 

power of the final model. Overall, XGBoost embodies strength, scalability, and efficiency 

for big data; hence, it is preferred for a wide range of machine-learning tasks. 

4 Results and Discussions 

The plot in Fig. 2 shows the stages of the validation log loss over 60 training epochs 

for the XGBoost model, implemented by the Denver Crime Dataset. The Log Loss greatly 

reduces at the beginning of the process within the initial 10 epochs, which shows that the 

model rapidly learns and understands important patterns of the data at the initial stages of 

the training process. The log loss starts to plateau over 20 epochs, this indicates that the 

model is converging and continuous training produced minimal improvement. The steady 

decline and stabilization of the validation log loss imply that the model generalizes well 

to unseen data without significant overfitting. The final log loss value decreased to about 

0.00049, which is closer to zero than the previous logs meaning, that the model is very 

successful, in predicting validation data and capturing important and complex patterns in 

the dataset. That represents the accuracy of the model and its proficiency in the 

classification tasks within the Dataset of the Denver Crime that this analysis describes. 

 

 

Figure 2. Log Loss of XGBoost 
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Table 1 presents a classifying report of the XGBoost model based on its 

performance efficiency and accuracy based on precision, recall and F1 scores 

performance metrics. In the present work, the classification report generated by the 

XGBoost model for the prediction of crime types based on Denver Crime Dataset 

provides outstanding results with all the three crucial parameters, namely precision, 

recall, and F1-score being 1.00 (100%). This shows that the model possesses one hundred 

percent accuracy in categorizing all the crimes without a single misidentification of a 

crime category. The precision metric reveals that every single identifier that was predicted 

by the model, and that fell under the aggravated assault category, the white-collar crime 

category or any other category was an accurate depiction and there were no false positive 

readings. Equally the recall score proves that the model correctly identified every case of 

each type of crime without omitting any, meaning no false negatives. The frequency of 

each category is accompanied by a perfect F1 score which takes into account both 

precision and recall and further verifying the model’s stability. 

 

  Precision      Recall   F1-score       Support 

Aggravated-assult 1.00 1.00 1.00 5174 

All-other-crimes 1.00 1.00 1.00 13952 

Arson 1.00 1.00 1.00 244 

Auto-theft 1.00 1.00 1.00 16736 

Burglary 1.00 1.00 1.00 8412 

Drug-alcohol 1.00 1.00 1.00 6675 

Larceny 1.00 1.00 1.00 16827 

Murder 1.00 1.00 1.00 125 

Other-crimes-against persons 1.00 1.00 1.00 6066 

Public-disorder 1.00 1.00 1.00 17001 

Robbery 1.00 1.00 1.00 2071 

Sexual-assualt 1.00 1.00 1.00 1313 

Theft-from-motor-vehicle 1.00 1.00 1.00 19421 

White-collar-crime 1.00 1.00 1.00 2043 

Table 1. Classification Report. 
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The support column in the report shows the total number of each type of crime in 

the dataset, from 125 cases of murder rising to over 19,421 thefts from motor vehicles. In 

the face of this wide range in sample sizes, the model achieved perfect scores, illustrating 

robustness across different crime types. Overall, the model achieved an accuracy of 1.00, 

meaning that out of 116,060 total crime cases, every prediction was correct. Both the 

macro and weighted averages for precision, recall, and F1-score are also 1.00, further 

emphasizing the model's uniform performance across all crime categories, regardless of 

their prevalence in the dataset. 

It can be seen from the confusion matrix in Fig. 2, how well XGBoost worked in 

predicting the crime categories based on the Denver dataset. The actual crime type is in 

the row, and the predicted crime type is in the column. The diagonal values represent the 

number of samples from the actual and predicted classes are matched, whereas the off-

diagonal values represent the number of samples that were misclassified. 

The confusion matrix for the model indicates it has performed well as most values 

are along the diagonal. The top predicting classes were crimes like "automobile theft," 

"theft from a motor vehicle," "larceny," and "public disorder," which reflects well on the 

ability of the classifier. Only one prediction was wrong, as indicated by one instance with 

the misclassified case of one "white-collar-crime" misclassified as "all-other-crimes--.". 

The low off-diagonal cell values show evidence of the precision levels of the model. 

The class distributions as seen from all these diagonal values show "theft-from-

motor-vehicle", "all-other-crimes" and "auto-theft" prove frequent crimes, whereas 

"arson" and "murder" are found much less frequently. Such a general imbalance is 

evident, but the model separates the big and small categories quite effectively without 

destroying the performance. 

     

Accuracy   1.00 116060 

Macro avg 1.00 1.00 1.00 116060 

Weighted avg 1.00 1.00 1.00 116060 
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Figure 2. Confusion Matrix 

 

In a nutshell, this model generalizes fairly well and demonstrates excellence across 

most crime types, thus making it just right for crime datasets. It has that wonderful effect; 

it also helps you, with imbalanced classes, retain the high accuracies. 

While it performs well in simulation, there are many practical challenges 

concerning XGBoost-based predictions of crime in real habitats. The foremost challenge 

includes the quality and availability of data. Crime data is also notorious for missing 

values, inconsistencies, and biases due to underreporting or misclassification, which in 

turn affects the accuracy of the model. Even though XGBoost is relatively robust to a 

certain degree of missing data, real-world datasets may not be structured and prepared as 

well as the Denver Crime Dataset has been in this study. High-quality, real-time, un-

biased crime data therefore remain key practical challenges in a potential deployment. 
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Another problem is dealing with dynamic and constantly changing patterns of 

crime. In the real world, the crime patterns deviate from socioeconomic, political, and 

environmental trends-always changing from a static dataset used in simulations. 

Historical data will cause the models to be ill-suited for new patterns and require 

retraining often or implementing adaptive learning strategies to maintain their efficiency. 

If not updated, the prediction accuracy of XGBoost may gradually decrease over time, 

resulting in the provision of obsolete or inaccurate predictions of crime occurrence.  

Real-world applications at scale also suffer from issues of computation and scalability. 

While XGBoost has been made efficient and fully capable to handle crime datasets, major 

city crime datasets could be gargantuan and hyper-dimensional. Deployment of XGBoost 

models into production for real-time prediction of crime may incur huge computation 

costs, particularly when it comes to processing new streaming data coming from law 

enforcement agencies, surveillance systems, and emergency reports. Ensuring law 

enforcement agencies have the infrastructure to support such a system is a tough hurdle. 

There are also ethical and operational challenges concerning interpretability and the 

trustworthiness of models. It is still much more complex as compared to the traditional 

statistical models; although it gives the user all over feature importance ranks, this leaves 

it even harder for law enforcement officials to understand and justify its predictions. 

Machine learning prediction-based decision would be resisted by policymakers, law 

enforcement, as well as the public, especially when the rationale for the classifications is 

not known. Transparency and explainability, therefore, play major roles in preventing not 

just biased but also unfair policing practices resulting from predicted policing.  

Consequently, legal and ethical as well as privacy concerns arise. Models to predict crime 

raise questions of data privacy, ethics around surveillance, and mitigating bias through 

policing. If the training data contains historical biases, XGBoost may learn to reflect those 

biases into discriminatory patterns. Thus, deployment must be responsible and monitored 

in the real-world context considering the fairness, accountability, and regulatory 

compliance including data protection laws. While XGBoost has been shown to be a good 

classifier under controlled experiments with the Denver Crimes dataset, there are many 

practical limitations to be addressed before its successful implementation in the real 
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world, including reliable data, dynamic trends of crime, computational limits, 

interpretability, and ethicality. 

5 Conclusions 

The classification reports of the XGBoost illustrate the efficiency and accuracy of 

the model on crime types classification as evidenced by the analysis performed on the 

Denver Crime Dataset. The validation log loss during training shows a progressive drop 

and final stabilization, indicating a very effective learning process, the model generalizes 

well on unseen data without overfitting. The classification report also proves the absolute 

perfection of the model, on precision, recall, and F1-scores metrics, with each scoring 

1.00 which is 100%, against crime categories. This consistency of classification 

performance despite the natural class imbalance that characterized the database, speaks 

volumes of the model's adaptiveness and strength to handle data with different 

distributions. The confusion matrix confirms the high precision of the model and a small 

error rate where only one out of 116,060 cases gets misclassified. With the high 

agreement between the predicted and actual crime categories, especially in the case of 

most crimes, the model could effectively represent and analyze real-world crime data. 

XGBoost has proved effective in defining crime types in the Denver Crime Dataset. 

Almost perfect metrics performance under conditions of class imbalance provided by the 

data set was attained. Original generalization and stability make the model very potent in 

crime prediction and analysis with a lot of promise for application in crime prevention in 

a community. 
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Abstract 

Cassava is a tuberous plant in Nigeria that can be processed into different meal but its various 

forms contain a trace concentration of cyanide, cadmium, nickel, lead and copper that are not 

only essential for man but toxic if their concentration levels are high. This study determined 

the cyanide content and some heavy metals in different processed cassava meal sold in 

markets at Abraka and its environs. Samples of fufu, garri, starch, and fresh cassava were 

collected from five selected markets in Abraka. Cyanide concentration was determined using 

AOAC (1990) method of alkaline titration steam distillation of the sample using silver nitrate. 

While copper, cadmium, nickel and lead were determined using the atomic absorption 

spectrophotometer. Results for the cyanide levels were 7.56 mg/kg for fresh cassava, 5.4 

mg/kg for starch, 3.24 mg/kg for garri, 2.16 mg/kg for fufu. The levels were in the order, 

fresh casava > starch > garri > fufu. The heavy metals concentration of copper (Cu), were 

(mg/kg) 2.04 for fresh cassava, 1.62 for garri, 1.44 for fufu, and 1.02 for starch. The levels 

were in the order, fresh cassava > garri > fufu > starch. The concentration of cadmium (Cd) 

were (mg/kg) 3.14 for fresh cassava, 1.03 for garri, 1.47 for fufu, 2.84 for starch. The levels 

were in the order, fresh cassava > starch > fufu > garri. The concentrations of nickel (Ni) 

were (mg/kg) 2.46 for fresh cassava, 1.89 for garri. 1.94 for fufu and 1.73 for starch. The 

levels were in the order, fresh cassava > fufu >garri > starch. Lead (Pb) was not detected in 

all the samples. From the results obtained in this study, fufu is the safest for consumption due 

to the low contents of cyanide and heavy metals. Garri is also considered to be safe as they 

fall within the WHO permissible limit for those metals. Hence, proper processing of cassava 

products should be encouraged to reduce bioaccumulation of cyanides levels in them. 

Keywords: Cassava processed meal, heavy metals, cyanide concentration, sample. 
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1 Introduction 

The extreme toxicity of cyanide is due to CN- complexing with metal enzymes and 

hemoglobin in the body, thus preventing normal metabolism [1]. Cyanide is a chemical 

compound that contains the cyanogroup C=N which consist of a carbon atom triple 

bonded to a nitrogen atom [2] Most commonly, cyanides refer to as anion. Most cyanide 

is highly toxic [3]. In organic chemistry compound containing a C=N group are known 

as nitriles and compounds which contain the NDC groups are known as isocyanides, 

organic nitriles and isocyanides are far less toxic because they do not release cyanide 

easily. Heavy metals absorption is governed by soil, characteristics such as pH and 

inorganic matter content, thus high levels of heavy metals in the soil do not always 

indicate similar high concentration in plants. The extent of accumulation will depend on 

the plant and heavy metal species under consideration [4] Heavy metals are persistence 

contaminants of soil coastal water and sediments. They can affect both the yield of crops 

and their composition [5] the term heavy metal refers to any chemical element that has 

relatively density and is toxic and poisonous at low concentration [6]they are present in 

the earth crust in minute quantities. Most states in the Niger Delta indulge in indigenous 

farming and fishing as their major occupation. According to federal office of statistics 

1995 in Delta State about fifty percent (50%) of the active labour force is engaged in one 

form of agricultural activity or another with cassava, yam, maize, cocoyam, plantain, and 

vegetable as predominant food crops in the area. Nigeria is one of world’s largest 

producers of cassava./ cassava is the third largest sources of carbohydrates for meals in 

the world [7] Cassava (manihot esculenta) is one of the major food crops cultivated in 

Delta State. Cassava is a source of flour called garri in West Africa and of toasted granules 

normally called tapioca; it can process into marconi and rice like food, in the form of 

dried chips. Cassava root is an important animal feed in spite of popularity; its protein 

content is extremely low and its consumption as a staple food associated with protein 

deficiency disease kwashiorkor. In addition, part of the plant contains glycosides of 

hydrocyanic acid substance which on decomposition yield poison hydrocyanic acid 

(CHCN) prussic acid. chronic diseases including goiter are common in regions where 

cassava is a staple food [8]. 
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2 Materials and Method 

Sampling: the samples fufu, Garri, starch, and fresh cassava were collected from 

five selected market in Abraka. Each of the samples were bought in little quantity from 

five selected market and composites were collected that is (the samples from each market 

were added together). Samples were packaged in polythene bag. 

Preparation of akpu(uncooked): freshly harvested cassava tubers were peeled, 

washed and soaked in water for five (5) days. During this period the tubers were 

fermented and softened. The retted chunks were then disintegrated manually in clean 

water sieved and allowed to settle for about an hour. The sediment was then packed into 

a bag, tied, squeezed and pressed with hand to produce a semi compact meal which can 

further be cooked and pounded into a paste (akpu) called fufu. 

Preparation of starch: fresh cassava tubers were peeled, washed and grated. The 

grated cassava was put in a cloth bag and the pressed for the extraction of starch, after 

which the residue was ruptured to produce small, translucent irregular mass which further 

dried. The starch was dried on the sun and ready for analysis.  

Preparation of Garri: the tubers were peeled, washed and grated. The mashed was 

placed in bag and then squeezed by tying it up to stick with heavy wood. This was allowed 

to stand for proper drying and allow detoxification by fermentation. The dewarted mass 

was sieved using traditional sieve. After which the dough was fried and ready for analysis. 

Determination of cyanide: The AOAC (1990) [9] method of alkaline titration of 

steam distillation of the sample using silver Nitrate as described by Anigboro(1990) was 

adopted. 20g of mashed cassava samples was placed in 1000cm3 round bottom flask and 

mixed with 100cm3 of distilled water. The flask with its content was connected to steam 

distillation apparatus and allowed to stand for three hours. After three hours, the set up 

was steam distilled until 100ml of the distillate was collected. 20cm3 of 0.02 NaOH from 

Sigma Aldrich (St. Louis, MO, USA) and were used without further purification was 

added to the distillate and the mixture diluted to 250cm3, from the diluted distillate, two 

aliquots (100cm3) each was obtained. To each of the aliquots 8cm3 of 6M NH4OH 

solution prepared from Sigma Aldrich chemicals (St. Louis, MO, USA) and 2cm3 of  5% 

KI (potassium iodide) provided by Sigma Aldrich (St. Louis, MO, USA) were added. The 
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mixture was then titrated with 0.02M AgNO3, the end point was reached when the mixture 

changes from clear solution to faint turbid solution. A blank titration was also carried out 

using distilled water in place of distillate. The cyanide content of the sample was 

determined by the relation. 

 

1cm3 of 0.02m AgNO3 = 1.08mgHCN. 

 

Heavy metals determination: 2g of the sample were weighed into a conical flasks 

previously rinsed with distilled water. A mixture of 1000ml of 50% per chloric acid 

(HClO4), 40ml of trioxonitrate (v)acid (HNO3) and 1cm3 of tetraoxosulphate (vi)acid 

(H2SO4) was added and the flask were heated for about three (3) minutes, then the content 

was filtered through the filter paper into 100cm3 volumetric flasks after cooling. The 

solutions were made up of 50cm3 marks with more deionised water used for washing the 

conical flasks and later transferred to the 125cm3 plastic cans (all Pyrex equipment) and 

labeled for atomic absorption spectrophotometer (AAS) analysis. The metal content of 

each digested cassava sample was determined using atomic absorption spectrophotometer 

(AAS) (Pyeunicam model sp. 2900) in an air acetylene flame starting with blank followed 

by the samples to determine the metals.  

Microwave digestion was used for inductively coupled Plasma Mass Spectrometry 

(ICP-MS) analysis of copper (Cu), cadmium (Cd), Nickel (Ni), lead (Pb).  Roughly, 1 g 

of each sample was weighed into Teflon vessels that have been acidified, washed in a 

microwave digester for 1 h and cooled. Five milliliter (5 mL) concentrated nitric acid 

(63.01 % analytical grade) and 3 mL of 30 % concentrated hydrogen peroxide were added. 

The vessels were tightened into their respective shields and packed accordingly with their 

numbers into the microwave digester (Milestone) and digested for 1 h at a temperature of 

170 °C and a pressure of 5 MPsi. After digestion the samples were allowed to cool 

completely and were poured into a 50 mL centrifuge tubes and topped up to 25 mL mark 

with deionized water. Chemical analyses of Cu, Cd, Ni, and Pb were carried out using 

Agilent ICP-MS 7700. The ICP-MS was calibrated using 0.5 μg/L, 1.0 μg/L, 5.0 μg/L 

and 10.0 μg/L standards solution prepared from Sigma Aldrich stock solution of 

concentration 100 mg/L. 



 

   
 

 

 
 
 

 
257 

 

  

Udezi et al., IJASST, Volume 07, Issue 02, 2025 

3 Results and Discussions 

The result of the experiments carried out on the cyanide level in cassava are 

presented the Table 1. From the result of the experiments shown in the table above, the 

cyanide content found in fresh cassava is extremely high due to the presence of cyanide 

in the soil. The content of cyanide in fufu is lower compared to starch and garri, this is as 

a result of fermentation. In starch, the cyanide content (5.4mg/0.1kg) is a bit lower than 

the fresh cassava because it undergoes some process before the extraction and level of 

cyanide content in garri (3.14mg/0.1kg) reduces due to the application of heat in frying 

the dried ground cassava thus cyanide contents tend to reduce. 

From the result of the experiments shown in the Table 1, the cyanide content found 

in fresh cassava is extremely high with cyanide content of (7.56/ 0.1kg) due to the 

presence of cyanide in the soil. The content of cyanide in fufu is (2.16/ 0.1kg) lower 

compared to starch and garri, this is as a result of fermentation. This value obtained is in 

line with with published data [10]. The cyanide concentration was below the NIS standard 

for cassava flour of 10mg/kg [11].In starch, the cyanide content (5.4mg/0.1kg) is a bit 

lower than the fresh cassava because it undergoes some process before the extraction and 

level of cyanide content in garri (3.14mg/0.1kg) reduces due to the application of heat in 

frying the dried ground cassava thus cyanide contents tends to reduce. This value obtained 

is in line with with published data [10], but reported by [12] to be higher in Enugu 

metroplolis with a value of 6.87mg/kg.  However, cyanide content in different processed 

meal was also reported in oshogbo to be between 0.03-0.09mg/kg in which tend to be less 

compared to which is reported in this study and in that reported by [10] from Wukari as well 

as Ezeh et.al 2018 from Enugu metropolis in Nigeria.  The reason for these differences in 

concentration is attributed to the differences in species, climate condition and soil type 

[13]; [14a], [14b].   

The atomic absorption spectrophotometer, FAO/WHO tolerable limits, and 

detection limit for heavy metals in cassava products result of the heavy metal analysis are 

presented in the Tables 2-4. 
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Table 1.  The cyanide levels of different processed cassava meal 

 

 

Table 2. Atomic Absorption Spectrophotometer results of the heavy metals. 

 

 

Table 3. FAO/WHO Tolerable Limits 

 

 

 

 

 

 

 

 
 sample    starch      Garri         fresh        Fufu 
                   cassava   
 
 cyanide   5.4mg/ 0.1kg  3. 24mg/0.1kg   7.56mg/0.1kg    
 2.16mg/0.1kg 
 content   

  

 Heavy metals              Fresh cassava       Garri      Fufu    Starch 

                

 Copper(Cu)    2.04         1.62      1.44         1.02 

 Cadmium(Cd)     3.14         1.03       1.47   2.84 

 Nickel (Ni)      2.46         1.89        1.94   1.73 

 Lead (Pb)      ND         ND          ND            ND 

 

 Units = ppm 

 ND =Not Detectable 

 

 METALS     FAO/WHO TOLERABLE LIMITS 

 Copper(Cu)      1.40µg/day 

 Cadmium(Cd)       1.50µg/day    

 Nickel (Ni)        0.5mg/day 

 Lead (Pb)        0.30mg/day   
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Table 4. Detection Limit Table for Heavy Metals in Cassava Products 

 

The study also evaluates some selected heavy metals in different processed cassava 

meal and the result of the metal analysis shown in table 2, shows that the levels of copper 

ranged from 1.02mg/kg in starch, 1.44mg/kg in fufu, 1.62mg/kg in garri and 2.04mg/kg 

in fresh cassava. Although, [12] reported 1.34, 2.81 and 1.65mg/kg for abacha, garri and 

fufu respectively which is line with the study for garri and fufu.  A higher value of 

3.72mg/kg of copper concentration in garri was reported sold in some major markets in 

Yenogua metropolis [15], While a much higher mean value of 10.18 0.73mg/g for 

copper in cassava flour processed by road side drying along Abuja Lokoja highway, 

Nigeria, was reported by [16] which is higher than what was obtained in all the processed 

cassava meal in this study. The uptake of heavy metals by plants depends on several 

factors. These elements include biological parameters like membrane transport kinetics, 

ion interactions, and the metabolic fate of absorbed ions, soil acidity, physical processes 

like root intrusion, water and ion fluxes and their relationship to the kinetics of metals 

solubilization in soils, and the capacity of plants to metabolically adapt to charging 

stresses in the environment. [17]. In this study, Only the ranges of garri and fresh cassava 

fall within the WHO standard of 1.5 -3.01mg. The above ranges of copper from starch to 

garri can be essential for maintaining good health but accumulation can cause harmful 

effect such as irritation of the nose, mouth and eyes, vomiting, diarrhea and stomach 

cramps [18]. The level of cadmium ranges from 1.73mg/kg in starch to 1.94mg/kg in fufu 

while garri and fresh cassava has the concentration of 1.89mg/kg and 2.46mg/kg 

respectively. The result shows that there is high concentration of cadmium in fresh 

cassava but in comparison to the WHO standard of 3mg it is not up to, due to the type of 

soil in which the cassava is planted, while fufu, starch, and garri is lower compared to the 

Heavy Metal  Detection Limit  Detection Limit   Regulatory Limit 

    (AAS) (mg/kg)  (ICP-MS) (mg/kg)  (WHO) (mg/kg) 

Copper(Cu)  0.01 – 0.05   0.001 – 0.005    ≤ 10.0 

Cadmium(Cd)  0.001 – 0.005   0.0001 – 0.001   ≤ 0.1 

Nickel (Ni)  0.01 – 0.05   0.001 – 0.01    ≤ 1.0 

Lead(Pb)  0.01 – 0.05   0.0005 – 0.005   ≤ 0.2 
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WHO standard and it seems safer. The range of cadmium in this study is also similar to 

that obtained by [12]. with values 0.084, 0.206 and 0.135ppm for akpu garri and abacha 

respectively. Heavy metals are typically absorbed by plants growing in areas 

contaminated with them through the absorption of minute deposits on air-exposed parts 

of the environment and during uptake from contaminated soils. The levels of cadmium 

and other metals in the samples may have been greatly impacted by the different soil 

chemistry from which the cassava tubers were processed into the sample products, the 

levels of heavy metal contamination in such soils, contamination from the water used 

during the fermentation process, and the overall processing environment. The mean 

amounts of cadmium in the samples were within the allowed limits for a solid food 

product. Though much intake of cadmium causes irritation to the stomach assistive in 

vomiting and diarrhea [19]. Human nephrotoxicity may result from long-term exposure 

to cadmium, primarily as a result of anomalies in tubular re-absorption. [20] and [21]. 

[22] reported higher values of 0.55   0.002mg/kg, for cadmium in cassava tubers sold in 

major markets in Benue State, Nigeria, than that obtained in this research, did not detect 

cadmium in cassava flour sold in Anyigba market, Kogi State, Nigeria. For Nickel, it 

ranges from 1.73mg/kg in starch, 1.89mg/kg in garri, 1.94mg//kg in fufu and 2.46mg/kg 

in fresh cassava.  Nickel threshold limit was not specified in the NIS 2004 standard. 

However, the result in this study is extremely in concentration when high and when 

compared to WHO standard of 1.037mg/kg for Nickel. The highest concentration of 

nickel in the samples is due to the soil and environment because nickel is a compound 

that occurs in the environment only at low level [18]. In small quantities, Nickel can lead 

to high chances of development of lung cancer, nose cancer, larynx cancer, and prostate 

cancer, respiratory failure, birth defects, asthma and chronic bronchitis and heart 

disorders [19]. From the result, lead (Pb) was not determined in any of the samples 

analyzed, this maybe as a result of the environment and the soil in which cassava were 

planted [12]. reported a non-toxic level of lead (Pb) to be found in the processed cassava 

meals with values 0.203, 0.431 and 0.323ppm for abacha, akpu and garri. [21] Obtained 

a higher mean value of 0.889mg/kg for lead (Pb) in garri sold in two major garri markets 

in Benue State, Nigeria. 
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4 Conclusions 

This study revealed that high cyanide content in fresh cassava, followed by starch 

and garri but the content is low in fufu, which makes fufu safer for consumption because 

it undergo fermentation period and this reduces the cyanide content compared to the other 

processed cassava  meals. Heavy metals occur in rock forming minerals and so there is a 

range of normal background concentrations of these elements in soil. However, this study 

revealed high concentration of heavy metal cadmium with correspondingly high level of 

nickel but less concentration of copper and lead(Pb) in the various cassava samples 

composites from different market locations in Abraka Delta State compared to the WHO 

standard, although the essential elements are beneficial to man but when found in 

excessive amount can prove detrimental to health. 
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Abstract 

Shrimp pond water quality is one of the challenging issues for shrimp farmer to keep or 

even increase their production level to meet the domestic and export needs. Many 

researches have been done to help shrimp farmer to manage water quality using Internet 

of Things (IoT) technologies. In order to make all the devices in the IoT system work 

properly, it needs an adequate power supply. Mini solar power plant installation is an 

alternative way to give shrimp farmers an electricity power access when their area has no 

electricity power network. In this study, we propose the use of mini solar power plants to 

supply the power to IoT devices in shrimp pond model. There are two main sub-system 

in this model, i.e. power supply sub-system and IoT based monitoring and controlling 

sub-system. Power supply sub-system consists of solar panel, solar cell controller, battery, 

INA219 sensor, and LM2596 step down IC. IoT sub-system perform monitoring and 

controlling on two shrimp pond models with Arduino Mega microcontroller works as the 

main processor. The mini solar power system works well as it was designed. Mini solar 

power plant capable of charging the 12V 40Ah battery in 5 hours. In order to make the 

IoT system works, it only needs 75,6 Wh from 480Wh battery capacity. 

 

Keywords: Electricity, Solar Cell, Shrimp Pond, IoT.  

 

 

1 Introduction 

Shrimp is one of the export commodities in fisheries sub sector in Indonesia that 

has high economic value [1]. Indonesia exports many types of shrimps, including 

vannamei shrimp and tiger prawns. Vannamei shrimp contribute 36% of fisheries 

export commodities [2]. Several main export destination countries for Indonesian 

vannamei shrimp are Malaysia, United States, Great Britain, Japan, and China [3].  
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Shrimp farmer in Indonesia need to keep or even increase their production level 

to meet the domestic and export needs. Water is a natural resource that is very 

important for the survival of shrimp, so that they can live healthily and grow optimally. 

Shrimp pond water quality is one of the challenging issues for shrimp farmer as well 

as water quality management. There are several parameters used in water quality 

management, such as temperature, salinity, dissolved oxygen, pH, and alkalinity [4]. 

Many studies have been developed to help shrimp farmer to manage water 

quality using Internet of Things (IoT) technologies. Some of them try to control and 

monitor turbidity and ammonia [4], salinity level [5,6], pH level and water temperature 

[6,7], build an aeration monitor and a highly precise moving feeder [8], control water 

quality using fuzzy logic [9], and implement smart feeding system [4,6,10]. 

In order to make all the devices and IoT system work properly, it needs an 

adequate power supply. It has no problem in providing electricity to power up any kind 

of system in urban area or even sub urban area that has farming culture society. These 

types of areas have good access of electricity covered by electricity company. 

However, some of shrimp ponds in Yogyakarta province, Indonesia, especially in coast 

area in Kulon Progo City has no access to electricity power. This area needs an 

alternative energy that can be provided independently by the community, such as mini 

solar power plant. 

Some studies related to solar power plant to provide electricity for shrimp pond 

have been done recently. Nizar Amir et al. studied the energy consumption of paddle 

wheel aeration and air blower as a circular technology for shrimp pond [11]. The result 

of this study is that the configuration of a solar photovoltaic meet the needs of electrical 

power for circular technology in shrimp pond. This configuration also reduces 

emissions of carbon dioxide, sulfur dioxide and nitrogen oxide per year.  

Another study related to solar energy consumption for shrimp pond paddle wheel 

has been conducted by Aljurfri et al. [12]. The result of this study is that the power 

system using solar panel capable to support paddle wheel operation for 35 minutes. 

Idris and Thaha have designed solar power plant as an aerator driver in shrimp pond 

in Pinrang city [13]. The design uses Matlab to calculate the amount of electrical load, 

battery capacity requirement, number of solar modules, and inverter capacity. 
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Moreover, solar radiation and air temperature in the pond area has been measured.  

The aforementioned studies above focus on providing electrical power for wheel 

paddle or aerator driver in shrimp pond. In this study, we propose the use of mini solar 

power plants to power IoT devices in shrimp pond model. This IoT monitoring system 

will provide data related to water quality of shrimp pond, such as temperature, pH 

level, dissolve oxygen, salinity, and control automatic feeder sub-system. This study 

aims to provide efficient power supply for simple IoT based monitoring and 

controlling system and evaluate the adequacy of the electricity power provided by mini 

solar power plant in shrimp pond model.  

2 Material and Methods 

Model system for this study is depicted in Fig. 1. There are two main sub-system 

in this model, i.e. power supply sub-system and IoT based monitoring and controlling 

sub-system. Power supply sub-system consists of solar panel, solar cell controller, 

battery, INA219 sensor, and LM2596 step down IC. IoT sub-system perform 

monitoring and controlling on two shrimp pond models with Arduino Mega 

microcontroller works as the main processor. All the monitoring and controlling data 

from Arduino Mega then are transmitted to Blynk IoT Platform via ESP32 

microcontroller as a transmitting device. 

 

 

Figure 1. Model system. 
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Solar Cell Controller (SCC) regulates the voltage and current flowing from solar 

panels to a battery. The INA219 sensor measure both voltage and current on the whole 

system. A step-down device, LM 2596, functions as a step-down (buck) switching 

regulator, which converts a higher voltage (12V) to a lower voltage (5V). The IoT 

system needs those two voltage levels. 

Two shrimp pond models use two aquariums with dimension of 30 cm weight x 

35 cm height x 60 cm long. There are some water quality related sensors installed in 

each aquarium; DS18B20 water temperature sensor, SKU SEN 0237 dissolve oxygen 

sensor, SEN0161 pH sensor, and TDS salinity sensor. Outside the aquarium, there are 

some actuators to maintain water quality, pellets feeder control, and local display 

(OLED) to monitor water condition on site. Shrimp pond model is shown in Fig. 2.  

There are many DC Motors work on each aquarium. Those are used for aerators, 

water cooler and heater pump to normalize water temperature, acid and alkaline liquid 

pump to neutralize water pH condition, salty and bland water pump to neutralize 

salinity condition. Servo motor is used for controlling the moving part of pellets feeder, 

 

 

Figure 2. Aquariums and hardware configuration. 
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to open and close pellets feeder outlet. Load cell is used for measuring pellets weight 

inside the feeder container.  

The power consumption specification of each component and total consumption 

needed based on the component specification is depicted in Table 1. The specification 

of each component refers to data specification sheet in [14], [15], [16], [17], [18], [19], 

[20], [21], [22], [23], [24], [25], and [26]. It can be seen in Table 1 that total power 

consumption that is needed for all active components is 63, 418 W. This total power 

consumption does not take into account power losses along cables (wiring between 

components) and other transmission media. 

 

Table 1. Power consumption specification of each component. 

No Device Power (W) 
Number 

of Device 

Total 

Power (W) 

1 Arduino Mega 13,56 3 40,68 

2 ESP 32 2,844 3 8,532 

3 Sensor INA219 0,005 3 0,015 

4 Sensor DS18B20 0,0055 2 0,011 

5 Sensor SEN0237 0,1 2 0,2 

6 Sensor SEN0161 1 2 2 

7 Sensor TDS 0,03 2 0,06 

8 Display OLED 0,06 2 0,12 

9 Relay 0,15 8 1,2 

10 Pompa DC 1,65 4 6,6 

11 RTC DS3231 2,5E-06 1 2,5E-06 

12 HX711 Load Cell 0,2 2 0,4 

13 Motor servo MG996R 1,8 2 3,6 

  Grand Total 63,418 
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3 Results and Discussions 

The first test has been carried out to find out how much voltage, current, and 

power the solar panel produces as a source of electricity. The power from solar panel 

then transferred to battery 12V 40 Ah for charging mechanism. Voltage, current, and 

power were measured during 5 hours of battery charging. The result of these 

measurement is shown in Figs. 3-5. 

 

 

Figure 3. Battery charging voltage in 5 hours. 

 

 

Figure 4. Battery charging current in 5 hours. 
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Figure 5. Battery charging power in 5 hours. 

 

This INA219 sensor test was carried out from 08:00 to 12:00 when the sunlight 

was in the hottest condition. As the battery condition is getting fully charged, the 

voltage, current, and power transferred also getting lower. The decline in electrical 

parameters in the first hour is quite steep. However, in the next 4 hours, the decline in 

electrical parameters became sloping. 

Sensor testing (INA 219 testing) to find out the needs of the system was done by 

dividing the system into 3 sub-systems, so that the system has three INA219 sensor. 

The first INA219 sensor was used to measure electricity parameters for pellets feeder 

and pH controlling and monitoring sub-system. The second INA219 sensor was used 

to measure electricity parameters for dissolved oxygen and temperature controlling 

and monitoring sub-system. The last INA219 sensor was used to measure electricity 

parameters for salinity controlling and monitoring sub-system and the need of mini 

solar power plant itself. Total electricity parameters that were needed for the IoT 

system is shown in Table 2. 

Tabel 2 shows that total power consumption is far below battery capacity. 

Battery capacity is 480 Wh, while IoT system consumption is only 75,6 Wh. It means 

that the designed mini solar power plant is more than enough to supply the power 

needed for the IoT system of the shrimp pond model.  

 

 



 

   
 

 

 
 
 

 
272 

 

  

Widjaja et al., IJASST, Volume 07, Issue 02, 2025 

Table 2. Electricity consumption for shrimp pond IoT system 

Sub-system Voltage (V) Current (Ah) Power (Wh) 

Pellets feeder and water pH 5,7 1,77 10,2 

Dissolved oxygen and water temperature 10,6 2,75 29,4 

Water salinity and mini solar power plant 12 3 36 

Total consumption 12 7,52 75,6 

 

 Compared to the total power needed for all components in Table 1, the power 

consumption that is measured in the system is bigger. If the system can maintain the 

power consumption in one hour, it can be written that system need 63,418 Wh, that is 

12,182 Wh different compared to actual condition. This is due to power loss in wiring 

and other transmission media that cannot be calculated or predicted accurately. 

This study presents the system model performance in laboratory scale. As a 

model, there are many simplifications in terms of system parameters and size of the 

pond. This model need to be enhanced with more complex parameters and more 

extensive pond is it will be applied in the actual shrimp pond. It need to take into 

account for the long-term system sustainability, the long-term 

durability of system components, such as the battery and sensors, especially in harsh 

aquatic environments. 

4 Conclusions 

The mini solar power system works well as it was designed. Mini solar power 

plant capable of charging the 12V 40Ah battery in 5 hours. Battery capacity is big 

enough to supply power to IoT controlling and monitoring system of shrimp pond 

model. In order to make the IoT system works, it only needs 75,6 Wh from 480Wh 

battery capacity. 
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Abstract 

This study discusses how to prepare data properly before entering the learning process for 

prediction using Deep Learning (DL). Long Short-Term Memory (LSTM) is one of the DL 

methods that is often used for prediction because of its superiority in maintaining long-term 

information. Although LSTM has proven effective, there are issues related to low-quality 

data that can reduce prediction accuracy. This problem is important to discuss because 

accuracy is important in predicting a value while field conditions can reduce the quality of 

the data taken. Data merging based on the relationship of each data collection location using 

the Spearman analysis and the K-Means clustering method is used to improve data quality. 

The results of the study show that improving data quality by merging data using K-Means 

has been successfully applied to various dataset conditions. In this study, we used two types 

of datasets related to river water quality, namely Dissolved Oxygen (DO) concentration and 

Nitrate levels for our simulation. The first data set produced DO predictions for eight 

locations with an average R2 = 0.9998, MAE = 0.0007, MSE = 1,13× 10−6. The second data 

set produced nitrate predictions for ten locations with an average R2 = 0.7337, MAE = 

0.0111, MSE = 0,00029. 

 

Keywords: Data Merging, K-Means, Long Short-Term Memory, Prediction of Dissolved 

Oxygen and Nitrate Levels, Spearman 

 

 

1 Introduction 

 The pattern of an event can be analyzed and used to predict future events. The 

pattern is obtained by monitoring of several parameters periodically. This monitoring 

produces a series of temporal data which is often referred as time series data [1]. In this 

study, data on river content were used, as changes in water quality can be detrimental to 
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the surrounding ecosystem. Therefore, it is necessary to monitor water quality parameters 

periodically as an effort to maintain water quality control [2], [3]. 

The amount of monitoring data that is carried out continuously demands a 

computational approach that is able to handle the complexity of temporal patterns. Many 

Deep Learning (DL) models can be used to handle this [1]. Examples of DL 

computational methods are Convolution Neural Networks (CNN), Deep Belief Networks 

(DBN), Recurrent Neural Networks (RNN), Auto Encoder (AE), Autoregressive 

Integrated Moving Average (ARIMA). Long Short-Term Memory (LSTM) and many 

more. In this study, the LSTM method is used because it has advantages in its architecture 

that can learn long-term data without losing information. These advantages solve the 

problem of long-term dependency experienced by RNN [1], [2], [3], [4], [5], [6]. 

Even though the best computational model has been selected, accuracy still needs 

to be considered to measure the success of the model. Unnatural changes during data 

collection can occur and lead to reduced data quality and model performance [2]. Data 

with low quality will have a negative impact on the basis of decision making, analysis 

processes and/or predictions of future events [3]. One example of a condition that can 

negatively impact a model is overfitting. Overfitting is a condition where the model tends 

to learn the details of values and noise at the training stage, making it difficult to 

generalize to validation and testing stages [7]. 

Previous researchers have applied several methods to handle low-quality data. In 

Rangenatan's research [8], the quality and accuracy of predictions can be significantly 

improved by performing a good and proper data preprocessing stage. The preprocessing 

stage consists of data cleaning (outliers, noise, missing values), data integration 

(correlation analysis, identification), and data reduction (grouping, feature selection). 

In the data preprocessing stage, researchers adopted several techniques that have 

been proven effective in several literatures. Outliers were identified and removed using 

the Interquartile Range (IQR) method [2], [6], [9]. Linear Interpolation (LI) was applied 

to handle missing or empty data [2], [5], [6]. The Moving Average (MA) method was 

used to reduce noise and smooth the data [5], [6]. The selection of this method was based 

on its application in the literature before the model was developed. 



 

   
 

 

 
 
 

 
279 

 

  

Arshella et al., IJASST, Volume 07, Issue 02, 2025 

Model development was done by adding the amount of data based on clustering 

the two most influential attributes in the dataset for each location. The K-Means method 

is widely used for clustering [10]. Wulandari, et al. [11], used the K-Means method to 

group and evaluate student performance so that the learning process runs smoothly. Wu 

et al. [12] and Pangestu et al. [13] combined the use of K-Means and ARIMA. The use 

of K-Means in [12] to evaluate the level of total phosphorus match with other features. 

The results were able to reduce the Mean Average Error (MAE) by 44.59% and the Mean 

Squared Error (MSE) by 56.82% in the prediction process. Chormunge et al. [14] and 

Gao et al. [15] also use K-Means for optimizing data input by clustering data based on 

compatibility between the features and produces 90% accuracy. Although there was a 

decrease in errors, researchers emphasized that there were still obstacles due to low data 

quality. 

The following research is close to the proposed research because it has the same 

approach. Wei et al. [4] combined water pore pressure data from several river depth points 

using Partitional Clustering Algorithm (PCA) and predicted using LSTM. The R-Squared 

(R²) value increased by 12% compared to predictions without data merging. The use of 

larger data with additional features is recommended to improve model performance. 

Arshella et al. [6] used multidimensional input on LSTM in predicting Dissolved Oxygen 

(DO). This study used the same dataset as the proposed study. The selection of this 

method can increase the accuracy of water quality prediction for one week up to an R² 

value of 0.999 compared to one-dimensional input. Unfortunately, in the process, it 

experienced some overfitting and underfitting because the input data still had low quality. 

Based on previous studies, data quality has been shown to have a significant impact 

on the prediction process. The addition of data with similar characteristics is expected to 

improve data quality with the result prediction accuracy can also increase. This study 

proposes clustering training data based on the location of water quality data collection 

using the K-Means clustering method using LSTM. The selection of attributes to use in 

the K-Means model is determined through the correlation of many attributes to the target 

attribute of prediction using Spearman method. The model is evaluated using MSE, MAE 

and R2.  



 

   
 

 

 
 
 

 
280 

 

  

Arshella et al., IJASST, Volume 07, Issue 02, 2025 

2 Material and Methods 

This study used two water quality datasets obtained from the Environmental 

Information Data Center, namely the DO level dataset [16] and the Nutrient dataset 

contained in water [17]. Both datasets are part of the Land Ocean Interaction Study 

(LOIS) project. The DO dataset used is similar to the dataset used in study [6]. Table. 1 

is a view of dataset one. The dataset contains FID as the code of the river location where 

the data was taken. DATE as the time when the data was taken. Conductivity, pH, 

Temperature as attributes and DO as the target of the prediction. Data collection was 

carried out from 1994 to 1997 in locations scattered across the rivers; Swale at Catterick 

Bridge, Derwent at Bubwith, Aire at Beal Bridge, Trent at Cromwell Lock, Calder at 

Methley Bridge, Swale at Crakehill, Aire above Thwaite Mill Weir, Aire at Fleet Weir, 

Ouse at Skelton, Nidd at Hunsingore. 

The second dataset is taken from the same website, but contains different water 

parameters as shown in Table 2. FID is the code of the river location where the data was 

taken. Date is the time when the data was taken. The amount of data owned in the second 

dataset only has a small dataset for each location. Datasets for major ions and nutrients in 

river were collected during the period 1993 to 1997. Locations scattered across the rivers; 

Swale at Catterick Bridge, Swale at Thornton Manor, Nidd at Skip Bridge, Wharfe at 

Tadcaster, Ouse at Clifton Bridge, Derwent at Bubwith, Aire at Beal Bridge, Don at 

Sprotborough Bridge, Trent at Cromwell Lock, Calder at Methley Bridge. 
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Table 1. DO level dataset 

 
 

 

The ions and nutrients measured include Ammonia, Bromide-ion, Calcium 

Dissolved, Carbon Organic Dissolved, Carbon Organic Particulate. Chloride-ion, 

Magnesium Dissolved, Nitrate, Nitrite, Nitrogen Particulate, Phosphorus Soluble 

Reactive, Phosphorus Total, Phosphorus Total Dissolved, Potassium Dissolved, Silicate 

Reactive Dissolved, Sodium Dissolved, Sulphate. Sampling was carried out regularly 

every week. 

The main flowchart in this study can be seen in Fig. 3. The core of the prediction 

process begins with loading the water quality dataset into the system, then the data is 

prepared through a preprocessing stage. At this stage, the data goes through the process 

of removing outliers and ensuring that there are no missing or empty values so the data 

used for training will have better quality. When the data is ready, the next step is to predict 

water quality for the next one-month period using the LSTM algorithm. The prediction 

results are then analyzed as part of the model evaluation process. 
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Table 2.  Nitrate level dataset 

 

 

 

Figure 1. Main flowchart of prediction process 
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Data Preprocessing 

As shown in Figure 1, the first step is reading the input data. The next step is 

preprocessing, a stage carried out to enhance data quality by removing outliers and 

verifying the completeness of the dataset. Interquartile Range (IQR) is a method that can 

be used to identify and remove outliers. By using IQR, data can be selected based on the 

data area between the upper quartile, which is 75% of the data (𝑄3) and the lower quartile, 

which is 25% of the data (𝑄1) as can be seen in Equation (1). Data that is considered to 

be outliers is data whose value is less than the minimum limit and greater than the 

maximum limit. Determining the minimum limit using Equation (2) and the maximum 

limit using Equation (3): 

IQR = 𝑄3 − 𝑄1, (1) 

Minimum = (𝑄1 − 1.5 ∗ IQR), (2) 

Maximum = (𝑄3 + 1.5 ∗ IQR). (3) 

Where:  

IQR : Interquartile Range 

Q3 : Upper quartile (75% data) 

Q1 : Lower quartile (25% data) 

 

After outliers are removed, the time series data needs to be completed so that there 

are no null/missing data. Linear Interpolation (LI) is a method used to estimate the value 

of a point between known data points using a straight line, also known as a linear 

polynomial. The LI method is widely used because it is simple. LI is used to fill in the 

gaps experienced by data due to loss and non-empty timing. The new value (𝑦) that is in 

the middle of the data after (𝑥1 𝑦1) and the data before (𝑥0, 𝑦0) can be calculated based 

on Equation 4 below: 

𝑦 = 𝑦0 + (𝑥 − 𝑥0)
𝑦1 − 𝑦0

𝑥1 − 𝑥0
. (4) 

Where:  

𝑥 : A point on the 𝑥 axis is known, its y value is unknown 
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𝑦 : The point being searched for, using the Equation (4) 

(𝑥1, 𝑦1)  : coordinates new data  

(𝑥0, 𝑦0)  : coordinates new data  

 

From data that has been removed from outliers and filled in, the data is complete 

according to timing. The data is smoothed or reduced noise using a Moving Average 

(MA) so the pattern of the data can be displayed clearly and easier to analyze. Moving 

Averages, also known as running mean or rolling averages, is a special type of filtering 

method used to transform one time series into another time series. The moving average 

value for the next period 𝑌𝑡+1 is calculated by summing the data values (𝑌) in a window 

size (m) and dividing it by the window size value, as shown in the Equation 5;  

𝑌𝑡+1 =  
𝑌𝑡 + 𝑌𝑡−1 + ⋯ + 𝑌𝑡−𝑚+1

𝑚
. (5) 

Where: 

𝑌𝑡+1 : Moving Average value for the next period (𝑡 + 1) 

𝑌𝑡 : Data on current time period (𝑡) 

𝑌𝑡−1 : Data before the current time period (𝑡 − 1) 

𝑌𝑡−𝑚+1 : Data at time period (𝑡 − 𝑚 + 1), back by the window size from the current 

time period data. 

𝑚 : window size, amount of data to calculate the average 

 

 K-Means Clustering 

The K-Means algorithm uses the proximity measure function to place each object 

in the cluster that is most similar to it. When updating the center of each cluster (centroid), 

the distance calculation is performed again and updates the centroid again. This iteration 

is carried out until the proximity measure function converges; in each cluster the objects 

no longer change. Iteration is used to divide data objects into several different clusters, so 

that the similarity between objects in one cluster becomes large, while the similarity 

between objects becomes small [15]. Calculating the distance between the centroid point 

and each object point, also called Euclidean distance (𝐷𝑒), is as in the Equation 6: 
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𝐷𝑒 =  √(𝑥𝑖 − 𝑠𝑖)2 + (𝑦𝑖 − 𝑡𝑖)2. (6) 

Where: 

𝐷𝑒 : Euclidean distance  

(𝑥𝑖, 𝑦𝑖) : Object coordinate points 

(𝑠𝑖, 𝑡𝑖) : Centroid coordinate points 

 

 Correlation Analysis 

In the K-Means clustering process, distance calculations typically utilize two 

features. However, the dataset employed in this study contains more than two features, 

necessitating feature selection. The Spearman method is chosen for feature selection 

because it is widely used for correlation analysis between features. By using ranking, this 

method measures the tight relationship between 2 variables. In this case the relationship 

between the prediction target and other features is calculated using Equation 7:  

Correlation = 1 −  
6 × ∑(𝑥 − 𝑦)2

[𝑛 × (𝑛2 − 1)]
. (7) 

The results of the Spearman correlation calculation have a value range of -1 to 1. 

If the result is close to 1, then the two variables have a positive correlation, while the 

result is close to -1, then the two variables have a negative correlation. If the correlation 

value is close to 0, then there is no correlation between the two variables [18]. 

 

 Long Short-Term Memory 

Backpropagation errors can lead to signal explosion or vanishing gradients, 

causing instability during the learning process. To address this issue, Long Short-Term 

Memory (LSTM) networks are used, as they effectively manage error flow through their 

gated architecture [19]. The LSTM system consists of three inputs: the current input (𝑥𝑡), 

the output of the previous unit (ℎ𝑡−1),  and the memory of the previous unit (𝑐𝑡−1). 

Figure 2 illustrates the LSTM unit and highlights the three gates that play an 

important role in the memory calculation: the forget gate, the input gate, and the output 

gate [2]. The following are the equations used in the LSTM model: 



 

   
 

 

 
 
 

 
286 

 

  

Arshella et al., IJASST, Volume 07, Issue 02, 2025 

𝑓𝑡 =  𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)  ∈ (0,1)ℎ (8) 

𝑖𝑡 =  𝜎(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)  ∈ (0,1)ℎ (9) 

 

 

Figure 2. LSTM unit 

𝐶̃𝑡 =  tanh(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)  ∈ (−1,1)ℎ (10) 

𝑜𝑡 =  𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)  ∈ (0,1)ℎ (11) 

𝐶𝑡 = (𝑓𝑡 ⊙ 𝐶𝑡−1) + (𝑖𝑡 ⊙ 𝐶̃𝑡)  ∈  ℝℎ (12) 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝐶𝑡) ∈  ℝℎ (13) 

Where: 

𝑓𝑡 : Forget gate determinant 

𝑖𝑡 : Input gate determinant 

𝐶̃𝑡 : Determine the memory to be used 

𝑜𝑡 : Output gate determinant 

𝐶𝑡 : New Memory Determinant 

ℎ𝑡 : New Output 

𝑊𝑓 , 𝑊𝑖, 𝑊𝑐, 𝑊𝑜 : Weight matrix 

𝑏𝑓 , 𝑏𝑖 , 𝑏𝑐, 𝑏𝑜 : Bias vector 

𝜎 : Sigmoid function 

tanh : Hypertangen function 

 

Equation (8) is used to calculate the weight vector for the forget gate. It produces 

an output between 0 and 1 by applying a sigmoid function to the sum of the previous 

hidden units (ℎ𝑡−1) and the current input (𝑥𝑡), along with the bias vector for the forget 
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gate (𝑏𝑓). Similarly, Equation (9) uses the weights and the let vector for the input gate. 

Equation (10) is used to compute the candidate values to be retained. It produces an output 

between −1 and 1 by applying the hyperbolic tangent function to the weighted sum of the 

previous hidden state (ℎ𝑡−1), and the current input (𝑥𝑡), along with a bias vector for the 

carrier (𝑏𝑐). Equation (11) is used to compute the output gate weight vector. It produces 

the same output as (8) and (9) by using the sigmoid function with output weight matrix 

(𝑊𝑜) and output bias vector (𝑏𝑜). 

Equation (12) is used to calculate the memory cell by adding the elementwise 

multiplication of Equation (8) and the memory of the previous cell (𝑐𝑡−1) with the 

elementwise multiplication of Equations (9) and (10). Finally, Equation (13) is used to 

determine the output to be forwarded to the next LSTM cell by multiplying the 

elementwise multiplication of Equation (11) with the hyperbolic tangent of Equation (12). 

 Evaluation 

A comprehensive evaluation is required to assess the performance of the proposed 

method. The following evaluation metrics used are mentioned below [20]: 

a. Mean Average Error (MAE) 

MAE is used in regression analysis to measure the average absolute difference 

between predicted values (𝑋) and actual values (𝑌) as in Equation (14): 

MAE =  
1

𝑚
∑|𝑋𝑖 − 𝑌𝑖|.

𝑚

𝑖=1

 (14) 

Where:  

𝑋𝑖 : The 𝑖-th predicted value 

𝑌𝑖 : The 𝑖-th actual value 

𝑚 : total data amount 
 

MAE values range from 0 to 1. The closer to 0 the better the results, 

illustrating that the deviation between prediction and actual is small. 

b. Mean Square Error (MSE) 

MSE is used in regression analysis to measure the average squared difference 

between predicted values (𝑋) and actual values (𝑌) as in Equation (15): 
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𝑀𝑆𝐸 =  
1

𝑚
∑(𝑋𝑖 − 𝑌𝑖)2.

𝑚

𝑖=1

 (15) 

MSE values range from 0 to 1. The closer to 0 the better the results, illustrating 

that the deviation between prediction and actual is small. 

c. R-Squared (R2) 

R² is a statistical measure obtained by dividing the mean of the squared 

differences between the predicted and actual values (MSE) by the total variance 

of the dependent variable as shown in Equation (16): 

R2 = 1 −  
∑ (𝑋𝑖 − 𝑌𝑖)

2𝑚
𝑖=1

∑ (𝑌̅ − 𝑌𝑖)2𝑚
𝑖=1

. (16) 

The value of R² ranges from -∞ to 1. The closer to 1, the better the result. 

3 Results and Discussion 

The proposed method was evaluated using two distinct water quality datasets 

featuring different characteristics and indicators. The analysis is presented in two parts: 

(1) DO level prediction and (2) nitrate level prediction. Each section systematically 

compares the performance of the proposed method against baseline approaches.  

The result of DO level predictions 

The result of DO level predictions from one of the locations can be seen in Fig. 3. 

The data selected as the visualization of the results comes from the Calder at Methley 

Bridge with FID 29044. The figure consists of 2 types of graphs, namely loss in training 

and validation, and a graph of the model's predicted values for one month. Model testing 

is done with a different preprocessing process. 1) Non-C (nonc), the data used is not 

merged with data from other locations. 2) Spearman (sp), the data used is merged based 

on DO correlation between river locations using Spearman method. 3) K-Means (km), 

the proposed method uses data merging based on clustering attribute data from various 

locations.
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Figure 3. Training and validation loss graphs and DO level prediction results from FID 29044 
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In Fig. 3(nonc_1, sp_1, km_1), the training and validation loss curves show stable 

convergence with no sign of overfitting (no significant gap between training and 

validation loss) or underfitting (loss reaches very low values). All models managed to 

achieve a loss below 0.001, indicating effective learning. The proposed method (km_1) 

recorded the lowest loss (less than 0.0002), significantly superior to the nonc and sp 

baselines. In Fig. 3 (nonc_2, sp_2, km_2), the predicted values of all models almost 

overlap with the actual values, confirming high accuracy.  

Despite the fact that all models appear accurate visually, significant differences 

are seen in quantitative metrics MAE, MSE and R2 as can be seen in Table 3. The 

proposed method reduces MAE for predicting DO in FID 29044 by 61.875% compared 

to the baseline (nonc), with an absolute value of 0.00061 vs 0.0016. The proposed method 

reduces MSE by 78.18% compared to the baseline (nonc), with an absolute value of  

1,2× 10−6  vs 5,5× 10−6. When compared to sp, both (sp and km) have more or less 

equally good results. This indicates that the application of K-Means for merging data is 

able to improve model prediction.  

The proposed method can produce better values than the comparison method 

when observed from the average value from various locations. The proposed method 

produces an average R2 = 0.9998, MAE = 0.0007, MSE = 1,13× 10−6. Although 

statistical significance testing was not performed due to limited data replication, the large 

Table 3.  Evaluation of the results of the prediction of dissolved oxygen for one month 

FID 
R² MAE MSE 

nonc sp km nonc sp km nonc sp km 

29033 0,9996 0,9995 0,9994 0,0016 0,0014 0,0005 1,03 × 10−5 6,73× 10−6 1,13× 10−6 

29040 0,9999 0,9999 0,9999 0,0012 0,0018 0,0005 2,42× 10−6 3,97× 10−6 4,10× 10−7 

29041 0,9997 0,9994 0,9999 0,0014 0,0016 0,0005 3,63× 10−6 2,94× 10−6 4,87× 10−7 

29043 0,9999 0,9999 0,9999 0,0014 0,0007 0,0011 4,81× 10−6 1,53× 10−6 1,94× 10−6 

29044* 0,9998 0,9999 0,9999 0,0016 0,0007 0,0006 5,5 × 10−6 1,1× 10−6 1,2 × 10−6 

1552046 0,9999 0,9998 0,9998 0,0019 0,0008 0,0007 6,67× 10−6 1,17× 10−6 7,28× 10−7 

1552048 0,9991 0,9999 0,9995 0,0024 0,00024 0,0013 6,34× 10−6 1,25× 10−7 2,39× 10−6 

1584376 0,9999 0,9998 0,9999 0,0009 0,0013 0,0006 3,18× 10−6 2,92× 10−6 7,76× 10−7 

Average  0,9997 0,9997 0,9998 0,0016 0,0011 0,0007 5,36× 10−6 2,56× 10−6 1,13× 10−6 
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differences and stability of the results support the potential superiority of this method. 

Further research is needed with more diverse samples, cross-validation, and statistical 

testing. 

The result of nitrate level predictions 

The result of nitrate level predictions from one of the locations can be seen in Fig. 

4. The data selected as the visualization of the results comes from the Wharfe at Tadcaster 

with FID 29038. Same as before, the figure consists of 2 types of graphs, namely loss in 

training and validation, and a graph of model prediction values for one month. Model 

testing is carried out with different preprocessing processes. 1) Non-C (nonc), 2) 

Spearman (sp), and 3) K-Means (km). The proposed method uses data merging based on 

attribute data clustering from various locations. 

The gap between training and validation loss in Fig. 4 (nonc_3) suggests 

overfitting, likely due to the model's high complexity relative to the dataset size. Figure 

6 sp_3, km_3, the training and validation loss curves show stable convergence with no 

sign of overfitting (no significant gap between training and validation loss) or underfitting 

(loss reaches very low values). All models managed to achieve a loss below 0.005, 

indicating effective learning. In Fig. 4 (nonc_4, sp_4, km_4), the predicted values of all 

models almost overlap with the actual values, confirming high accuracy.  

Despite the fact that all models appear almost accurate visually, significant 

differences are seen in quantitative metrics MAE, MSE and R2 as can be seen in Table 4. 

The proposed method reduces MAE by 78,5% compared to the baseline (nonc), with an 

absolute value of 0.016 vs 0.078. The proposed method reduces MSE by 93,7% compared 

to the baseline (nonc), with an absolute value of 0,0078 vs 0,0005. When compared to sp, 

both (sp and km) have more or less the same good results but merging using sp correlation 

tends to be better. This shows that the application of K-Means for nutrient data merging 

can be used but there is an opportunity to use other methods. 

The proposed method can produce better values than the comparison method 

when observed from the average value from various locations. The proposed method 

produces an average R2 = 0.7337, MAE = 0.0111, MSE = 0,00029. This small average is 

due to the negative R2 result in one location. Although statistical significance testing was 

not performed due to limited data replication, the large differences and stability of the  
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Table 4. Evaluation of the results of the prediction of nitrate for one month 

FID 
R² MAE MSE 

nonc sp km nonc sp km Nonc sp km 

29033 -10,4897 -1,07 -1,07 0,0401 0,0056 0,0056 2,40× 10−3 3,99× 10−5 3,99× 10−5 

29034 -0,5825 0,8807 0,9232 0,0675 0,0083 0,0057 0,0062 0,0002 1,37× 10−4 

29037 0,9417 0,9880 0,9903 0,0359 0,0041 0,0068 0,002 4,47× 10−5 8,64× 10−5 

29038* 0,869 0,954 0,958 0,078 0,012 0,016 0,0078 0,0002 0,0005 

29039 0,9469 0,9853 0,987 0,029 0,0120 0,0106 0,0012 0,0002 1,74× 10−4 

29040 0,7597 0,9717 0,9822 0,0605 0,019 0,0133 0,0046 0,0004 0,0006 

29041 0,8325 0,8981 0,9491 0,0178 0,019 0,013 0,0008 0,0005 0,0002 

29042 0,7382 0,886 0,8804 0,0646 0,018 0,0166 0,005 0,0007 0,0007 

29043 -1,329 0,648 0,6518 0,0455 0,0087 0,007 0,0025 9,28× 10−5 9,18× 10−5 

29044 0,648 0,916 0,9051 0,0425 0,012 0,0108 0,003 0,0002 0,0002 

Average -0,666 0,706 0,7337 0,0481 0,0119 0,0111 0,00355 0,00026 0,00029 

 

results support the potential superiority of this method. Further research is needed with 

more diverse samples, cross-validation, and statistical testing. 

In addition to comparing with non-c and sp, comparisons were also made to 

previous studies. The study conducted by Arshella [6] used the same DO dataset, but the 

proposed method can overcome the problem of overfitting and can predict for a longer 

time than previous studies. A similar study was conducted by Wu [12], using K-Means 

to identify random patterns of water parameters and ARIMA for prediction. Although 

using a different dataset, the study is still about water quality parameters and using the K-

Means method. The method proposed in the study can reduce prediction errors more 

effectively by overcoming the main limitations in previous studies through preprocessing 

techniques to improve data quality, as well as combining more advanced learning 

methods (LSTM) for long-term data analysis. Although successful, this approach still 

opens up opportunities for future improvements, such as validation on larger or more 

diverse datasets, exploration of real-time applications, cross-validation, and statistical 

testing. 
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Figure 4. Training and validation loss graphs and nitrate level prediction results from FID 29038 
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4 Conclusions 

The accuracy of water quality prediction can be improved by improving data quality. The 

application of Spearman method for decide which attributes or parameters need to be used for 

K-Means, K-Means methods for data merging and LSTM at the prediction stage has a positive 

impact on increasing accuracy. In this study, we implemented two datasets. The first data set 

produced DO predictions with an average R2 = 0.9998, MAE = 0.0007, MSE = 1,13× 10−6. 

The second data set produced nitrate level predictions with an average R2 = 0.7337, MAE = 

0.0111, MSE = 0,00029. Data merging based on location can be applied to various dataset 

conditions; datasets with few features and many data and datasets with few data and many 

features. The selection of the right grouping method should also be further evaluated to ensure 

optimal results. These steps will be an important part of the development and assessment of 

prediction methods, especially for water quality in the future. Other suggestions for 

improvement are the use of larger or more diverse datasets, real-time implementation, cross 

validation, and statistical testing. 
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Abstract 

This paper reports the results of our research on improving the cooling of an engine using 

fins. This problem is important to discuss because various parts of the world have utilized 

machining technology. When the engine operates, it produces heat. This heat reduces the 

efficiency of the engine's performance. In this problem, we developed a tapered fin method 

with a capsule cross-section to enhance cooling performance. The fin consists of two different 

materials that are perfectly joined. In this paper, the fin analysis is performed using the 

explicit finite difference numerical method. This method simulates the heat distribution on 

the fins. The results of our research include temperature distribution, heat flow rate, 

efficiency, and fin effectiveness in unsteady-state conditions with variations in material 

composition. The highest heat flow rate, fin efficiency, and fin effectiveness were achieved 

with a fin material composition of copper and aluminum, yielding an efficiency value of 0.89 

and an effectiveness of 20.7. Our research results offer potential for the industry to design 

fins for innovative applications. 

Keywords: Effectiveness, Efficiency, Fin, Finite Difference 

1 Introduction 

Recently, energy use is increasing in a more efficient, flexible, sustainable manner. 

Several innovative techniques and applications continue to be developed, such as small 

http://creativecommons.org/licenses/by/4.0/
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modular reactors (SMR) [1], [2], such as power generation systems with advanced 

operating parameters (high operating temperatures) [3]. In implementing the above 

innovation, a heat exchanger is required that possesses high efficiency and effectiveness. 

The ideal heat exchanger for this application must have a large heat transfer area while 

considering the narrow construction [4]. The one common heat exchanger option to 

increase the heat transfer rate is fins[5]. The fins serve to increase the area [6]. Examples 

of fin applications that we often encounter include computer processors, combustion 

chambers in combustion engines, electronic equipment, radiators, and other heat 

exchangers [7]. The larger number of fins installed, the greater the amount of heat released 

by those fins [8]. 

The efficiency and effectiveness of the fin are important considerations in fin design. 

The efficiency and effectiveness of fins can be investigated using analytical, 

experimental, and computational methods. In previous research, the one-dimensional case 

of a straight rhombus cross-section fin was analyzed using the explicit finite difference 

method [7]. In other studies, various cross-sectional shapes of fins, such as circular, 

pentagonal, and rectangular, have also been investigated [9], [10], [11], [12]. In this study, 

the efficiency and effectiveness of the fins were simulated using the explicit finite 

difference method. From various previous studies, no research has reported findings on 

the efficiency and effectiveness of tapered fins with a capsule-shaped cross-section 

composed of two different materials. 

This paper aims to research temperature distribution in tapered fins that have a capsule 

cross-section consisting of two materials under unsteady conditions. This research uses 

the explicit finite difference method. The explicit finite difference method provides a fast 

solution, and its accuracy can be adjusted by modifying the size and number of nodes 

[13]. The results obtained from the temperature calculation equation in each node point 

were used to develop a computational program. In addition to calculating the temperature 

distribution, the program is also designed to calculate the heat flow rate, efficiency, and 

fin effectiveness, as well as to observe the effect of changes in one of the fin materials on 

distribution, heat flow rate, efficiency, and fin effectiveness. 
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2 Material and Methods 

This study employs a computational approach based on the explicit finite difference 

method. Figure 1 shows an image of the tapered straight fin under investigation. The 

tapered fin has a capsule-shaped cross-section, with a varying cross-sectional area along 

its length, and is composed of two different materials. The height of the fin base capsule 

is D = 0.01 m, and its width is D + a, where value a = 0.03 m. The height of the fin tip 

capsule is denoted as d = 0.005 m, and its width is d + a. The total length of the straight 

fin is L = 0.1 m. The length of the fin made of material 1 is denoted by L1, and the length 

of the fin made of material 2 is denoted by L2 The fin is divided into 25 small elements, 

known as nodes, each spaced equally by a distance of ∆𝑥. The initial temperature of the 

fin is uniform and equal to the base temperature, i.e., 𝑇 𝑖 = 𝑇𝑏 =100°C. The fin is then 

exposed to a fluid environment with a constant and uniform temperature 𝑇∞ = 30°C. The 

convection heat transfer coefficient is assumed to be constant, with a value of ℎ = 50 

W/m2°C. The base temperature is maintained constant over time. The entire lateral 

surface of the fin and the fin tip are in contact with the surrounding fluid. Heat conduction 

is assumed to take place solely in the 𝑥-direction (one direction). The properties of the fin 

 

 

 

 

Figure 1. Tapered fin with capsule cross-section, (a) side view, (b) front view 

 

(a) (b) 

Fluid Temperature:𝑇∞ 

Convection heat transfer coefficient:ℎ 
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material (density 𝜌, specific heat capacity 𝑐, and thermal conductivity 𝑘) were assumed 

to be constant and independent of temperature changes. 

The mathematical model used to calculate the temperature at position x on the fin 

and at time 𝑡 is a partial differential equation. The differential equation for this case is 

expressed in Equation (1): 

𝜕2𝑇(𝑥, 𝑡)

𝜕𝑥2
+

ℎ𝐴𝑠

𝑘𝐴𝑝

(𝑇(𝑥, 𝑡) − 𝑇∞) =  
1

∝

𝜕𝑇(𝑥, 𝑡)

𝜕𝑡
, 0 < 𝑥 < 𝐿, 𝑡 > 0 (1) 

𝛼 =
𝑘

𝜌𝑐
,         (2) 

and boundary condition: 

𝑇(0, 𝑡) = 𝑇𝑏 , 𝑥 =  0, 𝑡 > 0. (3) 

The formulation of transient heat conduction problems differs from that of steady-

state conduction problems because transient cases involve an additional term representing 

the change in the energy content of the medium over time. This additional term appears 

as the first derivative of temperature with respect to time in the differential equation and 

as the change in internal energy content over a time interval ∆𝑡 in the energy balance 

formulation [14]. The energy balance on a volume element during a time interval ∆𝑡 

(without energy generation) can be expressed as [14] :  

(
The total amount of energy 

that flows into the volume element 
over the time period ∆t

) =  (
The change in the energy 

content of the volume 
element during Δt

)  

It can be shown in Equation 4: 

∑ 𝑞𝑖
𝑛

𝑘

𝑖=1

= 𝜌𝑖𝑉𝑖𝑐1

Δ𝑇

∆𝑡
. (4) 

Based on Equation (4), the temperature within the volume elements between the 

base and the tip of the fin (excluding the interface volume element between the two fin 

materials) can be determined using Equation (5). The temperature of the interface volume 

element between the two fin materials is determined using Equation (6), while the 

temperature at the fin tip volume element is determined using Equation (7). 
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𝑇𝑖
𝑛+1 =

Δ𝑡. 𝑘

𝜌. 𝑉𝑖. 𝐶. Δ𝑥
. [𝐴𝑝

𝑖−
1
2

. (𝑇𝑖−1
𝑛 −  𝑇𝑖

𝑛) + 𝐴𝑝
𝑖+

1
2

. (𝑇𝑖+1
𝑛 −  𝑇𝑖

𝑛)

+ 𝐵𝑖. 𝐴𝑠𝑖.(𝑇∞ −  𝑇𝑖
𝑛)] + 𝑇𝑖

𝑛, 
(5) 

𝑇𝑖
𝑛+1 =

𝛥𝑡

(𝜌1 𝑥 𝑐1 𝑥 𝑉1 + 𝜌2 𝑥 𝑐2 𝑥 𝑉2)
[𝑘1. 𝐴𝑝

𝑖−
1
2

. (
𝑇𝑖−1

𝑛 − 𝑇𝑖
𝑛

∆𝑥
)

+ 𝑘2. 𝐴𝑝
𝑖+

1
2

. (
𝑇𝑖+1

𝑛 − 𝑇𝑖
𝑛

∆𝑥
) + ℎ. 𝐴𝑠𝑖(𝑇∞ − 𝑇𝑖

𝑛 )] +  𝑇𝑖
𝑛, 

(6) 

𝑇𝑖
𝑛+1  =

Δ𝑡. 𝑘2

𝜌2. 𝑉𝑖. 𝑐2. Δ𝑥
. [ 𝐴𝑝

𝑖−
1
2

. (𝑇𝑖−1
𝑛 −  𝑇𝑖

𝑛) + 𝐵𝑖2. 𝐴𝑝𝑖.(𝑇∞ −  𝑇𝑖
𝑛)

+ 𝐵𝑖2. 𝐴𝑠𝑖 . (𝑇∞ −  𝑇𝑖
𝑛)] +  𝑇𝑖

𝑛. 
(7) 

Under unsteady-state conditions, the actual heat transfer rate of the fin (𝑞actual
𝑛 ), the 

maximum heat transfer rate (𝑞ideal
n ), and the heat transfer rate without the fin (𝑞finless

𝑛 ), 

can be calculated sequentially using Equations (8), (9), and (10). 

𝑞actual
𝑛 = ℎ ∑ (𝐴𝑖(𝑇𝑖

𝑛 − 𝑇∞)),
𝑚

𝑖=1
 (8) 

𝑞ideal
𝑛 = ℎ ∑ (𝐴𝑖(𝑇𝑏 − 𝑇∞))

𝑚

𝑖=1
, (9) 

𝑞finless
𝑛 = ℎ 𝐴𝑑(𝑇𝑏 − 𝑇∞). (10) 

Under transient conditions, the efficiency of the fin can be determined using 

Equation (11): 

𝜂fin
𝑛 =

𝑞actual
𝑛

𝑞ideal
𝑛 =

ℎ ∑ (𝐴𝑖(𝑇𝑖
𝑛 − 𝑇∞))𝑚

𝑖=1

ℎ ∑ (𝐴𝑖(𝑇𝑏 − 𝑇∞))𝑚
𝑖=1

. (11) 

Under transient conditions, the fin effectiveness of the fin can be determined using 

Equation (12): 

𝜀fin
𝑛 =

𝑞actual
𝑛

𝑞finless
𝑛 =

ℎ ∑ (𝐴𝑖(𝑇𝑖
𝑛 − 𝑇∞))𝑚

𝑖=1

ℎ 𝐴𝑑(𝑇𝑏 − 𝑇∞)
. (12) 

 

Table 1. Properties of the material [14] 

Material 
Density (𝜌) 

(kg/m3) 

Thermal Conductivity (𝑘) 

(W/m2°C) 

Specific Heat (𝑐) 

(J/kg°C) 

Copper (Cu) 8933 401 385 

Aluminum (Al) 2702 237 903 

Zinc (Zn) 7140 116 389 
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Iron (Fe) 7870 80.2 447 

Nikel (Ni) 8900 444 90,7 

Bras (Cu-Zn) 8933 110 380 

 

3 Results and Discussions 

The results of the temperature distribution, actual heat flow rate, fin efficiency, and 

fin effectiveness calculations are presented in Figures 2, 3, 4, and 5. Under unsteady-state 

conditions, the temperature distribution continues to change over time. In this study, since 

the base temperature 𝑇𝑏 is maintained at a constant 100°C and the fin is continuously 

exposed to the surrounding fluid, the temperature at each volume element continues to 

decrease until a steady-state condition is reached throughout the entire domain. In Figures 

2 through 5, the temperature distribution is evaluated at 600 seconds by comparing the 

temperature at each volume element for various fin material compositions. The heat 

transfer rate and fin efficiency are evaluated at each time step for different material 

compositions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Fin temperature at t=600 s 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Heat transfer rate. 
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Figure 2 presents the temperature distribution along the fin for various material 

composition variations. At 600 seconds, the fin composed of copper–iron exhibits the 

greatest temperature drop, reaching 78°C from its initial condition. In contrast, the lowest 

temperature drop is observed in the copper–aluminum composition, with a final 

temperature of 86°C. The temperature distribution in the unsteady state is influenced by 

material properties such as density, thermal conductivity, and specific heat capacity, as 

shown in Table 1. This is because iron has a low thermal conductivity, resulting in less 

optimal heat transfer from the first material compared to other materials. 

Figures 3, 4, and 5 present the actual heat flow rate from the fin, fin efficiency, and 

fin effectiveness. These calculated results all depend on the temperature distribution along 

the fin. The heat flow rate released by the fins, in sequence from the largest to the smallest 

is owned by the fin of the combinations of copper–aluminum, copper–zinc, copper–brass, 

copper–nickel, and copper–iron. This trend corresponds to the temperature distribution 

generated by each fin material combination. The higher the temperature distribution along 

the fin, the greater the heat flow rate. This is because a higher temperature along the fin 

results in a larger temperature difference with the surrounding fluid. Consequently, a 

 

Figure 4. Fin efficiency    Figure 5. Fin effectiveness. 
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greater temperature difference leads to a higher rate of heat transfer. The highest 

efficiency and effectiveness are achieved by the copper–aluminum fin material 

composition, with an efficiency value of 0.89 and an effectiveness of 20.7. 

4 Conclusions 

Based on the research results, under unsteady-state conditions, the material 

properties that influence temperature distribution, heat flow rate, efficiency, and 

effectiveness are density, specific heat capacity, and thermal conductivity. The highest 

efficiency and effectiveness are achieved by the copper–aluminum fin composition, as it 

has the highest thermal diffusivity value. Our study is limited to several material 

compositions, convective heat transfer coefficients, initial temperatures, and fin 

geometries. Heat transfer is also assumed to occur only in a one-dimensional (1D) 

domain. Future research may expand this work by exploring a broader range of fin 

material compositions, two- or three-dimensional (2D/3D) fin problems, or materials with 

temperature-dependent properties. 
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Nomenclature 

Δ𝑥 : Distance between volumes element (m) 

Δ𝑡 : Time step, from the 𝑛 to the 𝑛 + 1 iteration (s) 

𝑇∞ : Fluid temperature around the fin (°C) 

𝑇𝑏  : Temperature at the base of the fin, (°C) 

𝑇𝑖
𝑛 : The temperature at the 𝑖 position, in the 𝑛 + 1 iteration (°C) 

𝑇𝑖
𝑛+1 : The temperature at the 𝑖 position, in the 𝑛 + 1 iteration (°C) 

𝑇𝑖−1
𝑛  : The temperature at the 𝑖 − 1 position, in the n iteration (°C) 

𝑇𝑖+1
𝑛  : The temperature at the 𝑖 + 1 position, in the n iteration (°C) 

L1 : The length of the fin with material 1, m 

L2 : The length of the fin with material 2, m 

L : The length of the fin, L = L1+L2, m 

𝐴𝑝  : Area of the cross section of the fin (m2) 

𝐴𝑠𝑖 : Area of the surface of the volume element at the 𝑖 position touching the 

fluids around the fin (m2) 
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𝑘 : Thermal conductivity (W/m°C) 

𝑘1 : Thermal conductivity of fin material 1 (W/m°C) 

𝑘2 : Thermal conductivity of fin material 2 (W/m°C) 

ℎ : Convection heat transfer coefficient (W/m2°C) 

𝜌 : The density of the fin material (kg/m3) 

𝜌1 : The density of the fin material 1 (kg/m3) 

𝜌2 : The density of the fin material 2 (kg/m3) 

𝑐 : Specific heat of the material, (kJ/kg°C) 

𝑐1 : Specific heat of the material 1, (kJ/kg°C) 

𝑐2 : Specific heat of the material 2, (kJ/kg°C) 

𝛼 : Thermal diffusivity of the material, (m2/s) 

𝐵𝑖 : Biot number 

𝐵𝑖1 : Biot number of material 1 

𝐵𝑖2 : Biot number of material 2 
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Abstract.  

This study proposes a novel Meshfree Method of Lines (MFMOL), in strong form 

formulation, to solve multiphase flows of solute transport modelled by two-dimensional (2D) 

Advection Diffusion Equations (ADE). The method uses a consistent and stable Augmented 

Radial Basis Point Interpolation Method (ARPIM) for spatial variables discretization of the 

models, while the time variable is left continuous, resulting in a system of Ordinary 

Differential Equations (ODEs) with initial conditions, which is solved numerically, via 

Matlab ode solver. The new method is proposed to overcome the challenges of numerical 

instabilities and large deformation due to complex domain, and distorted or low-quality 

meshes that attracts remeshing, all encountered by traditional Finite Element Method (FEM), 

Finite Difference Method (FDM) and Finite Volume Method (FVM). Also, the MFMOL is 

used in strong form formulation without any stabilization techniques for the convective terms 

in solute transport models, contrary to other methods like FEM, FDM, FVM and meshfree 

Finite Point Method (FPM) that require the stabilization techniques for fluid flow problems 

to guarantee acceptable results. The efficiency and accuracy of the new method were 

established and validated by using it to solve 2D diffusive and advective flow problems in 

the complex domain of porous structures. The results obtained agreed with the existing exact 

solutions, using less computational efforts, costs and time, compared with mesh-based 

methods and others that require stabilization for the convective terms. These features 

established the superior performance of the new method to the mesh-based methods and 

others that require special stabilization techniques for solving 2D multiphase flow of solute 

transport in porous media and other transient fluid flow problems. 

Keywords: Advection Diffusion Equations (ADE), Augmented Radial Basis Point 

Interpolation Method (ARPIM), Meshfree Method of Lines (MFMOL), Multiphase Flows, 

Porous Media. 
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1 Introduction 

Considering the complexity of numerous practical engineering and industrial problems 

modelled by partial differential equations (PDEs), numerical methods have become 

alternatives as analytical solutions are not obtainable [1]. For boundary value problems in 

complex domains, Finite Element Method (FEM) which is mesh-based had been a versatile 

and robust computational tool to get the approximate solutions [2]. The other commonly used 

mesh-based methods are the Boundary Element Method (BEM) which minimizes the 

dimension of the problem and has higher accuracy compared to FEM, Finite Difference 

Method (FDM) which is based on regular nodes for discretization, Finite Volume Methods 

(FVM) and others [1], [3], [4], [5].  However, the mesh-based methods have some limitations. 

These include instabilities and large deformation due to mesh-based interpolation for the 

complex domain, distorted or low-quality meshes, leading to higher errors, which necessitate 

remeshing at the expense of additional computational efforts, costs and time [6]. To 

overcome these limitations associated with the reliance on meshes to construct the 

approximating functions, meshfree methods with great adaptability for discontinuities, and 

large deformation of the complex domain geometry were introduced [7]. Over some years, 

various authors had studied different meshfree methods: the Radial Basis Function Method 

of Lines [8], the Element Free Galerkin (EFG) method [9], Hybrid Interpolating Meshless 

Method [10], the Diffuse Element Method (DEM) [11], the Local Radiant Point Interpolation 

Method (LRPIM) [12], the Improved Element Free Galerkin Method [13], Fracture Mapping 

[14], Meshless Method of Lines (MMOL) [15].  

Meshfree methods have recorded quite considerable success in engineering and 

industrial applications. However, each of them has its associated strengths, weaknesses and 

conditions of applicability [2]. Meshfree methods with moving least squares (MLS) shape 

functions such as the DEM, EFG, Meshless local Petrov–Galerkin (MLPG) method [16], 

Finite Point Method [17] and others, sometimes experience singular moment matrices which 

break down the entire method. Using a large number of nodal points to control the singularity 

may lead to a reduction in the sparsity of the moment matrix of the method, and this affects 
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the computational efficiency of the method. Also, using fewer nodal points to avoid the 

singularity of the moment matrix may also cause incompatibility or continuity problems, 

especially when Galerkin's weak form is used. However, the singularity of the moment 

matrix can be controlled using the T2L scheme for node selection at an additional 

computational time [18]. In addition, meshfree methods with MLS shape functions and those 

with integral representation shape functions such as the smoothed particle hydrodynamics 

(SPH) method [19], and the Reproducing kernel particle methods [20], do not possess the 

Kronecker delta function property and this leads to the imposition of essential boundary 

conditions to the models using direct interpolation method at additional expense [18]. In 

getting rid of these difficulties, [21] introduced a more efficient Radial Point Interpolation 

Method (RPIM) that uses a few arbitrarily scattered nodal points, with the guaranteed 

existence of a nonsingular moment matrix, subject to avoidance of some specific shape 

parameters [22], [23], [24]. However, RPIM cannot reproduce linear polynomials, as the pure 

radial function fails the standard patch test to check its performance, as widely used to check 

the performances of standard methods like FEM. This affects the consistency of the RPIM 

[18]. To restore the consistency issue, [21], [22] introduced the addition of polynomial terms 

to RPIM. 

Multiphase flows of heterogeneous mixtures of two or more phases, such as solid-

liquid, gas-liquid or gas-solid, are encountered in numerous industrial and scientific 

applications which include: gas and petroleum flows, aerosol flows in the environment, 

boiling and condensation processes, gas-solid and slurry flow in pipelines, particle and fiber 

flows in airways, nanofluids, fluidized bed reactors and others [25]. In multiphase flows, the 

advection-diffusion equation (ADE) is used to model the transport of properties such as 

temperature, salinity, or the concentration of a solute across distinct phases and interfaces. 

Modelling multiphase flows in porous media with advection-diffusion equations can be 

challenging due to complex domain geometries, which makes mesh-based methods 

ineffective for simulations due to their various limitations [18]. Meshfree methods in strong 

forms are known to be direct, fast and efficient in the simulation of multiphase flow of solute 
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transport, but less stable compared to the weak forms, which are more stable but with higher 

computational procedures and time [18], [26]. In literature, special attention had been given 

to the stabilization of convective terms and the Neumann boundary conditions in transport 

models to ensure accuracy of the results [27].  To achieve the effective stability of the 

computational methods whether in weak form formulations or strong form formulations, 

some stabilization techniques such as anisotropic balancing diffusion, finite increment 

calculus, petrov-Galerkin functions weighting, adaptive meshing or remeshing, operator 

splitting, characteristic time integration, upwind finite difference derivatives and others, had 

been used by various authors to get acceptable results [27], [28], [29], [30].  

In this paper, a new method MFMOL, is proposed to solve 2D multiphase flow of 

solute transport in porous media, using strong form formulations without the use of any 

stabilization technique.   In this proposed method, an Augmented Radial Basis Point 

Interpolation Method (ARPIM) is used in discretizing the space variables of the models and 

the subsidiary conditions to reduce the PDEs to a system of ODEs, subject to the required 

initial conditions. Then, the resulting ODEs are numerically integrated in time with Matlab 

ode 45 solvers. The stability of the proposed method is rooted in the consistency of the 

ARPIM, and its effective accuracy for function fitting, for discretizing the spatial variable of 

the flow models. In addition, the proposed method possesses a guaranteed nonsingular 

moment matrix and satisfies the Kronecker delta function property for easy imposition of 

essential boundary conditions, and these make the new method a potential computational 

technique for solving multiphase flows of solute transport in complex domains. The new 

method is validated by applying it to solve 2D diffusive and advective flow problems in 

porous media, using strong form formulations without any stabilization for the convective 

terms. The results obtained agreed with the existing exact solutions, with less computational 

efforts and time, and enhanced stability, compared with mesh-based methods and others, that 

require a special stabilization technique for solving 2D multiphase flow of solute transport in 

porous media and other transient fluid flow problems. The features of the new MFMOL 
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establish its superior performance over the mesh-based methods and others for the solution 

of 2D multiphase flow of solute transport in porous media and transient fluid flow problems. 

2 Material and Method 

The governing equation describing two-dimensional solute transport in a nonreactive, 

source-free, homogeneous and isotropic porous medium is given by the two-dimensional 

Advection Diffusion Equation (ADE) [31] 

𝜕𝑢(𝑥,𝑦,𝑡)

𝜕𝑡
+ 𝑣1

𝜕𝑢(𝑥,𝑦,𝑡)

𝜕𝑥
+ 𝑣2

𝜕𝑢(𝑥,𝑦,𝑡)

𝜕𝑦
= 𝐷1

𝜕2𝑢(𝑥,𝑦,𝑡)

𝜕𝑥2
+ 𝐷2

𝜕2𝑢(𝑥,𝑦,𝑡)

𝜕𝑦2
                                                   (1)  

                              (𝑥, 𝑦, 𝑡) ∈ [0, 𝐿1] × [0, 𝐿2] × [0, 𝑇]                                                                         

    𝑢(𝑥, 𝑦, 0) = 𝜂(𝑥, 𝑦)                                                       (𝑥, 𝑦) ∈ [0, 𝐿1] × [0, 𝐿2]                                  

(2) 

𝑢(0, 𝑦, 𝑡) = 𝛽1(𝑦, 𝑡),     𝑢(𝐿1, 𝑦, 𝑡) = 𝛾1(𝑦, 𝑡)                            𝑡 ∈ [0, 𝑇]                                             (3) 

𝑢(𝑥, 0, 𝑡) = 𝛽2(𝑥, 𝑡),     𝑢(𝑥, 𝐿2, 𝑡) = 𝛾2(𝑥, 𝑡)                             𝑡 ∈ [0, 𝑇]                                            (4) 

where 𝑢(𝑥, 𝑦, 𝑡) [𝑀𝐿−3] is the flux averaged (flowing) solute concentration at position 

(𝑥, 𝑦) and time 𝑡. 𝑣1[𝐿𝑇−1]  is the average linear velocity in the direction of 𝑥 coordinate, 

𝑣2[𝐿𝑇−1]  is the average linear velocity in the direction of 𝑦 coordinate, 𝐷1[𝐿
2𝑇−1] is the 

dispersion coefficient in the direction of 𝑥 coordinate, 𝐷2[𝐿
2𝑇−1] is the dispersion coefficient 

in the direction of 𝑦 coordinate, 𝑡[𝑇] is the time and 𝑥[𝐿] and 𝑦[𝐿] are the spatial coordinate. 

𝜂(𝑥, 𝑦), 𝛽1(𝑦, 𝑡), 𝛽2(𝑥, 𝑡), 𝛾1(𝑦, 𝑡) and 𝛾2(𝑥, 𝑡) are known functions. 

To use the Meshfree Method of Lines (MFMOL) method for the numerical solution 

of equations (1) – (4), the following procedures are followed: 

Let Ω2 = [0, 𝐿1] × [0, 𝐿2] be the complex domain represented by the nodal collocation points 

[𝒙𝑖]𝑖=1
𝑛 , where 𝒙𝑖 = (𝑥𝑖, 𝑦𝑖), 𝑖 = 2, 3…𝑛 − 1 are the interior nodes and, 𝒙𝑖 , 𝑖 = 1 and 𝑛 are 

the boundary nodes. For a field variable 𝑢(𝒙, 𝑡) defined in the complex domain Ω2, the 
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augmented Radial Basis Functions Point Interpolation Approximation (ARPIM) at the star 

node 𝒙𝛼 ∈ Ω2, takes the form [18]: 

              𝑢(𝒙𝛼, 𝑡) = 𝝓𝑇(𝒙𝛼)𝒖 = ∑ 𝜙𝑖(𝒙𝛼)𝑛
𝑖=1 𝑢𝑖          𝛼 = 1,2, … 𝑛                                (5)   

                        = [𝜙1(𝒙𝛼) 𝜙2(𝒙𝛼)… 𝜙𝑘(𝒙𝛼)… 𝜙𝑛(𝒙𝛼)] [𝑢1 𝑢2 𝑢𝑘 …𝑢𝑛]𝑇                     (6) 

Where 

    𝜙𝑘(𝒙𝛼) = ∑ 𝑅𝑖
𝑛
𝑖=1 (𝒙𝛼)𝐴𝑖𝑘 + ∑ 𝑝𝑗

𝑚
𝑗=1 (𝒙𝛼)𝐵𝑗𝑘 , 𝛼, 𝑘 = 1,2, … 𝑛                                   (7)                

is the shape function for the 𝑘𝑡ℎ node in the local support domain of 𝒙𝛼. 𝑛 and 𝑚 are the 

numbers of nodes and the polynomial basis, respectively, and 𝒖 = [𝑢1 𝑢2 𝑢𝑘 …𝑢𝑛]𝑇 is the 

vector of all the field nodal variables at the 𝑛 local nodes.  

The shape function 𝜙𝑘(𝒙𝛼) for the 𝑘𝑡ℎ node in the local support domain of 𝒙𝛼 is expressed 

as nonsingular radial basis function point interpolation (RPIM) terms: ∑ 𝑅𝑖
𝑛
𝑖=1 (𝒙𝛼)𝐴𝑖𝑘, 

augmented by polynomial basis terms: ∑ 𝑝𝑗
𝑚
𝑗=1 (𝒙𝛼)𝐵𝑗𝑘, which restores the consistency and 

stability of the RPIM terms. 𝐴𝑖𝑘 and 𝐵𝑗𝑘 are the coefficients of the radial basis 𝑅𝑖(𝒙𝛼) and 

the polynomial basis 𝑝𝑗(𝒙𝛼), respectively. 

Explicitly, equation (7) is expressed as: 

𝜙𝑘(𝒙𝛼) = (

𝑅1(𝒓11)

𝑅1(𝒓21)
⋮

𝑅1(𝒓𝑛1)

 

𝑅2(𝒓12)

𝑅2(𝒓22)
⋮

𝑅2(𝒓𝑛2)

…
…
…
…

 

𝑅𝑛(𝒓1𝑛)

𝑅𝑛(𝒓2𝑛)
⋮

𝑅𝑛(𝒓𝑛𝑛)

)(

𝐴1𝑘

𝐴2𝑘

⋮
𝐴𝑛𝑘

) + (

𝑝1(𝒙1)

𝑝1(𝒙2)
⋮

𝑝1(𝒙𝑛)

 

𝑝2(𝒙1)

𝑝2(𝒙2)
⋮

𝑝2(𝒙𝑛)

 

…
…
…
…

 

𝑝𝑚(𝒙1)

𝑝𝑚(𝒙2)
⋮

𝑝𝑚(𝒙𝑛)

)(

𝐵1𝑘

𝐵2𝑘

⋮
𝐵𝑚𝑘

)                   

(8)  

Or  

𝜙𝑘(𝒙𝛼) = 𝑹𝐴𝑖𝑘 + 𝑷𝐵𝑗𝑘 , 𝑖 = 1,2, …𝑛 and 𝑗 = 1,2, …𝑚                                                     (9) 

where 𝑅𝑖(𝒓𝑘𝑗) is the multiquadric radial basis function, with optimal shape parameters: 𝑐 =

1.42 and 𝑞 = 1.03 [21] given as: 
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   𝑅𝑖(𝒓𝑘𝑗) = (𝒓𝑘𝑗
2 + 𝑐2)

𝑞
= (𝒓𝑘𝑗

2 + 1.422)
1.03

    𝑘, 𝑗 = 1,2, … 𝑛                                               (10) 

The radial distance 𝒓𝑘𝑗 of a fixed star node 𝒙𝑘 = (𝑥𝑘, 𝑦𝑘) from other nodes 𝒙𝑗 = (𝑥𝑗 , 𝑦𝑗) 

arbitrarily distributed in the complex domain Ω2 and its boundary, is expressed by the 

Euclidean norm as [18]: 

   𝒓𝑘𝑗 = ‖𝐷𝑘 − 𝐷𝑗‖ = √(𝑥𝑘 − 𝑥𝑗)
2
+ (𝑦𝑘 − 𝑦𝑗)

2
 , 𝐷𝑘 = (𝑥𝑘, 𝑦𝑘), 𝐷𝑗 = (𝑥𝑗 , 𝑦𝑗).                         

(11) 

The moment matrix 𝑷 for the polynomial basis 𝑝𝑗(𝒙) = [𝑝1(𝑥)  𝑝2(𝑥)  𝑝3(𝑥)… 𝑝𝑚(𝑥)], 

where 𝑚 is the number of monomials in 𝑝𝑗(𝒙) is expressed as [18]: 

   𝑷 = (

𝑝1(𝑥1)

𝑝1(𝑥2)
⋮

𝑝1(𝑥𝑛)

  

𝑝2(𝑥1)

𝑝2(𝑥2)
⋮

𝑝2(𝑥𝑛)

 

…
…
…
…

 

𝑝𝑚(𝑥1)

𝑝𝑚(𝑥2)
⋮

𝑝𝑚(𝑥𝑛)

) =  

[
 
 
 
1 𝑥1 𝑦1 … 𝑥1

𝑚−1𝑦1
𝑚−1

1 𝑥2 𝑦2 … 𝑥2
𝑚−1𝑦2

𝑚−1

⋮ ⋮ ⋮ ⋱ ⋮
1 𝑥𝑛 𝑦𝑛 … 𝑥𝑛

𝑚−1𝑦𝑛
𝑚−1]

 
 
 
                                      

(12) 

where 𝑚 and 𝑛 are, respectively, the number of polynomial basis and the number of nodal 

points.  

In equation (7), the constant matrices 𝐴𝑖𝑘 and 𝐵𝑗𝑘 are the (𝑖, 𝑘)𝑡ℎ and (𝑗, 𝑘)𝑡ℎ elements of 

matrices 𝑲𝑎 and 𝑲𝑏, respectively, which are given as [18]: 

     𝑲𝑎 = 𝑹−1 − 𝑹−1𝑷𝑲𝑏     and       𝑲𝑏 = [𝑷𝑇𝑹−1𝑷]−1𝑷𝑇𝑹−1                                              

(13) 

Putting equation (5) into equations (1) – (4) gives the strong form formulations of the models 

as: 

 
𝑑𝑢𝑖

𝑑𝑡
+ 𝑣1

𝜕

𝜕𝑥
(∑ 𝜙𝑖(𝒙𝛼)𝑢𝑖 

𝑛
𝑖=1 ) + 𝑣2

𝜕

𝜕𝑦
(∑ 𝜙𝑖(𝒙𝛼)𝑢𝑖 

𝑛
𝑖=1 ) = 
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                                                      𝐷1
𝜕2

𝜕𝑥2
(∑ 𝜙𝑖(𝒙𝛼)𝑢𝑖 

𝑛
𝑖=1 )   + 𝐷2

𝜕2

𝜕𝑦 2
(∑ 𝜙𝑖(𝒙𝛼)𝑢𝑖 

𝑛
𝑖=1 )            

(14) 

         𝑢(𝑥𝛼, 𝑦𝛼 , 0) = 𝜂(𝑥𝛼, 𝑦𝛼)   𝛼 = 1,2, … 𝑛                                                                                (15) 

𝑢(0, 𝑦1, 𝑡1) = ∑ 𝜙𝑖(𝒙1)
𝑛
𝑖=1 𝑢𝑖 = 𝛽1(𝑦1, 𝑡1),    𝑢(𝐿1, 𝑦𝑛, 𝑡𝑛) = ∑ 𝜙𝑖(𝒙𝑛)𝑛

𝑖=1 𝑢𝑖 = 𝛾1(𝑦𝑛, 𝑇)         

(16)           

 𝑢(𝑥1, 0, 𝑡1) = ∑ 𝜙𝑖(𝒙1)
𝑛
𝑖=1 𝑢𝑖 = 𝛽2(𝑥1, 𝑡1),     𝑢(𝑥𝑛, 𝐿2, 𝑡𝑛) = ∑ 𝜙𝑖(𝒙𝑛)𝑛

𝑖=1 𝑢𝑖 = 𝛾2(𝑥𝑛 , 𝑇)    

(17)                                                                                                          

Using equations (5) and (7) in equation (14), as well as, in equations (16) - (17) gives: 

 
𝑑𝑢𝑖

𝑑𝑡
+ 𝑣1 (∑

𝜕𝑅𝑖(𝒙𝛼)

𝜕𝑥
𝑛
𝑖=1  𝐴𝑖𝑘 + ∑

𝜕𝑝𝑖(𝒙𝛼)

𝜕𝑥
𝑚
𝑗=1  𝐵𝑗𝑘)𝒖 + 𝑣2 (∑

𝜕𝑅𝑖(𝒙𝛼)

𝜕𝑦
𝑛
𝑖=1  𝐴𝑖𝑘 + ∑

𝜕𝑝𝑖(𝒙𝛼)

𝜕𝑦
𝑚
𝑗=1  𝐵𝑗𝑘)𝒖 

= 𝐷1 (∑
𝜕2𝑅𝑖(𝒙𝛼)

𝜕𝑥2
𝑛
𝑖=1  𝐴𝑖𝑘 + ∑

𝜕2𝑝𝑖(𝒙𝛼)

𝜕𝑥2
𝑚
𝑗=1  𝐵𝑗𝑘)𝒖 + 𝐷2 (∑

𝜕2𝑅𝑖(𝒙𝛼)

𝜕𝑦2
𝑛
𝑖=1  𝐴𝑖𝑘 + ∑

𝜕2𝑝𝑖(𝒙𝛼)

𝜕𝑦2
𝑚
𝑗=1  𝐵𝑗𝑘)𝒖          

(18)                                                                                                      

[
𝑔1

𝑔𝑛
] = [

𝑢̃(0, 𝑦1, 𝑡)

𝑢̃(𝐿1, 𝑥𝑛, 𝑇)
] = [

𝜙1(𝒙1) 𝜙2(𝒙1) …

𝜙1(𝒙𝑛) 𝜙2(𝒙𝑛) …
  
𝜙𝑛(𝒙1)

𝜙𝑛(𝒙𝑛)
]𝒖 = [

𝛽1(𝑦1, 𝑡1)

𝛾1(𝑦𝑛, 𝑇)
]                              

(19)  

[
ℎ1

ℎ𝑛
] = [

𝑢̃(𝑥1, 0, 𝑡)

𝑢̃(𝑥𝑛, 𝐿2, 𝑇)
] = [

𝜙1(𝒙1) 𝜙2(𝒙1) …

𝜙1(𝒙𝑛) 𝜙2(𝒙𝑛) …
  
𝜙𝑛(𝒙1)

𝜙𝑛(𝒙𝑛)
] 𝒖 = [

𝛽2(𝑥1, 𝑡1)

𝛾2(𝑥𝑛 , 𝑇)
]                                    

(20)   

                𝑢(𝑥𝛼, 𝑦𝛼 , 0) = 𝜂(𝑥𝛼, 𝑦𝛼)                                                                                                     (21) 

 where     𝒖 = [𝑢1  𝑢2 …𝑢𝑛]𝑇    and   𝛼, 𝑘 = 1,2, … 𝑛                                                        (22) 

Using equations (5) - (8) in equation (18) gives the Augmented Radial Basis Function Point 

Interpolation Method (ARPIM) approximation for the space variable of the field variable 

𝑢(𝒙, 𝑡) as: 
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𝑑𝑢𝑖

𝑑𝑡
+ 𝑣1 (

𝜙1𝑥(𝒙1)

𝜙1𝑥(𝒙2)
⋮

𝜙1𝑥(𝒙𝑛)

  

𝜙2𝑥(𝒙1)

𝜙2𝑥(𝒙2)
⋮

𝜙2𝑥(𝒙𝑛)

  

…
…
⋮
…

  

𝜙𝑛𝑥(𝒙1)

𝜙𝑛𝑥(𝒙2)
⋮

𝜙𝑛𝑥(𝒙𝑛)

)(

𝑢1

𝑢2

⋮
𝑢𝑛

) +

𝑣1

(

 
 

𝜙1𝑦(𝒙1)

𝜙1𝑦(𝒙2)

⋮
𝜙1𝑦(𝒙𝑛)

  

𝜙2𝑦(𝒙1)

𝜙2𝑦(𝒙2)

⋮
𝜙2𝑦(𝒙𝑛)

  

…
…
⋮
…

  

𝜙𝑛𝑦(𝒙1)

𝜙𝑛𝑦(𝒙2)

⋮
𝜙𝑛𝑦(𝒙𝑛)

)

 
 

(

𝑢1

𝑢2

⋮
𝑢𝑛

) = 𝐷1 (

𝜙1𝑥𝑥(𝒙1)

𝜙1𝑥𝑥(𝒙2)
⋮

𝜙1𝑥𝑥(𝒙𝑛)

 

𝜙2𝑥𝑥(𝒙1)

𝜙2𝑥𝑥(𝒙2)
⋮

𝜙2𝑥𝑥(𝒙𝑛)

 

…
…
⋮
…

 

𝜙𝑛𝑥𝑥(𝒙1)

𝜙𝑛𝑥𝑥(𝒙2)
⋮

𝜙𝑛𝑥𝑥(𝒙𝑛)

)(

𝑢1

𝑢2

⋮
𝑢𝑛

) +

𝐷2

(

 
 

𝜙1𝑦𝑦(𝒙1)

𝜙1𝑦𝑦(𝒙2)

⋮
𝜙1𝑦𝑦(𝒙𝑛)

 

𝜙2𝑦𝑦(𝒙1)

𝜙2𝑦𝑦(𝒙2)

⋮
𝜙2𝑦𝑦(𝒙𝑛)

 

…
…
⋮
…

 

𝜙𝑛𝑦𝑦(𝒙1)

𝜙𝑛𝑦𝑦(𝒙2)

⋮
𝜙𝑛𝑦𝑦(𝒙𝑛)

)

 
 

(

𝑢1

𝑢2

⋮
𝑢𝑛

)              (23)             

Considering the Kronecker delta function property: 𝜙𝑖(𝑥𝑗) =

{
1, 𝑖 = 𝑗 , 𝑖, 𝑗 = 1,2,3, … , 𝑛
0, 𝑖 ≠ 𝑗 , 𝑖, 𝑗 = 1,2,3, … , 𝑛 

, while substituting  the boundary condition (19) – (20) into 

equation (23) gives:  

𝑑𝑢𝑖

𝑑𝑡
+ 𝑣1 (

𝜙1𝑥(𝒙1)

𝜙1𝑥(𝒙2)
⋮

𝜙1𝑥(𝒙𝑛)

  

𝜙2𝑥(𝒙1)

𝜙2𝑥(𝒙2)
⋮

𝜙2𝑥(𝒙𝑛)

  

…
…
⋮
…

  

𝜙𝑛𝑥(𝒙1)

𝜙𝑛𝑥(𝒙2)
⋮

𝜙𝑛𝑥(𝒙𝑛)

)(

𝛽1

𝑢2

⋮
𝛾1

) + 𝑣1

(

 
 

𝜙1𝑦(𝒙1)

𝜙1𝑦(𝒙2)

⋮
𝜙1𝑦(𝒙𝑛)

  

𝜙2𝑦(𝒙1)

𝜙2𝑦(𝒙2)

⋮
𝜙2𝑦(𝒙𝑛)

  

…
…
⋮
…

  

𝜙𝑛𝑦(𝒙1)

𝜙𝑛𝑦(𝒙2)

⋮
𝜙𝑛𝑦(𝒙𝑛)

)

 
 

(

𝛽2

𝑢2

⋮
𝛾2

)         

= 𝐷1 (

𝜙1𝑥𝑥(𝒙1)

𝜙1𝑥𝑥(𝒙2)
⋮

𝜙1𝑥𝑥(𝒙𝑛)

 

𝜙2𝑥𝑥(𝒙1)

𝜙2𝑥𝑥(𝒙2)
⋮

𝜙2𝑥𝑥(𝒙𝑛)

 

…
…
⋮
…

 

𝜙𝑛𝑥𝑥(𝒙1)

𝜙𝑛𝑥𝑥(𝒙2)
⋮

𝜙𝑛𝑥𝑥(𝒙𝑛)

)(

𝛽1

𝑢2

⋮
𝛾1

) + 𝐷2

(

 
 

𝜙1𝑦𝑦(𝒙1)

𝜙1𝑦𝑦(𝒙2)

⋮
𝜙1𝑦𝑦(𝒙𝑛)

 

𝜙2𝑦𝑦(𝒙1)

𝜙2𝑦𝑦(𝒙2)

⋮
𝜙2𝑦𝑦(𝒙𝑛)

…
…
⋮
…

 

𝜙𝑛𝑦𝑦(𝒙1)

𝜙𝑛𝑦𝑦(𝒙2)

⋮
𝜙𝑛𝑦𝑦(𝒙𝑛)

)

 
 

(

𝛽2

𝑢2

⋮
𝛾2

)      

(24)          

where  𝛽1 = 𝛽1(𝑦1, 𝑡1),    𝛽2 = 𝛽2(𝑥1, 𝑡1),    𝛾1 = 𝛾1(𝑦𝑛, 𝑇), 𝛾2 = 𝛾1(𝑥𝑛, 𝑇)   and   𝑖 =

1, 2…𝑛 

Considering the specified flux-averaged concentrations (𝑢1 = 𝛽1, 𝑢𝑛 = 𝛾1), (𝑢1 = 𝛽2, 𝑢𝑛 =

𝛾2) on the boundary nodes 𝒙1 = (𝑥1, 𝑦1, 𝑡1) and  𝒙𝑛 = (𝑥𝑛, 𝑦𝑛, 𝑇) of the space coordinates 𝑥 
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and 𝑦 respectively in (24), and partitioning the (𝑛 × 𝑛) global matrix equation in (24) leads 

to (𝑛 − 2 ) × (𝑛 − 2) submatrix equation for the unknown field nodal variables: 

𝑢2, 𝑢3, … 𝑢𝑛−1 for the flux-averaged concentrations at interior nodes 𝒙𝑖 = (𝑥𝑖, 𝑦𝑖, 𝑧𝑖, 𝑡𝑖), 𝑖 =

2, 3, … , 𝑛 − 1, expressed as: 

 
𝑑𝑢𝑖

𝑑𝑡
+ 𝑣1 (

𝜙2𝑥(𝒙2)

𝜙2𝑥(𝒙3)
⋮

𝜙2𝑥(𝒙𝑠)

 

𝜙3𝑥(𝒙2)

𝜙3𝑥(𝒙3)
⋮

𝜙3𝑥(𝒙𝑠)

…
…
⋮
…

  

𝜙𝑠𝑥(𝒙2)

𝜙𝑠𝑥(𝒙3)
⋮

𝜙𝑠𝑥(𝒙𝑠)

)(

𝑢2

𝑢3

⋮
𝑢𝑠

) + 𝑣1

(

 
 

𝜙2𝑦(𝒙2)

𝜙2𝑦(𝒙3)

⋮
𝜙2𝑦(𝒙𝑠)

 

𝜙3𝑦(𝒙2)

𝜙3𝑦(𝒙3)

⋮
𝜙3𝑦(𝒙𝑠)

 

…
…
⋮
…

  

𝜙𝑠𝑦(𝒙2)

𝜙𝑠𝑦(𝒙3)

⋮
𝜙𝑠𝑦(𝒙𝑠))

 
 

(

𝑢2

𝑢3

⋮
𝑢𝑠

) 

 = 𝐷1 (

𝜙2𝑥𝑥(𝒙2)

𝜙2𝑥𝑥(𝒙2)
⋮

𝜙2𝑥𝑥(𝒙𝑠)

 

𝜙3𝑥𝑥(𝒙2)

𝜙3𝑥𝑥(𝒙3)
⋮

𝜙3𝑥𝑥(𝒙𝑠)

…
…
⋮
…

  

𝜙𝑠𝑥𝑥(𝒙2)

𝜙𝑠𝑥𝑥(𝒙3)
⋮

𝜙𝑠𝑥𝑥(𝒙𝑠)

)(

𝑢2

𝑢3

⋮
𝑢𝑠

) + 𝐷2

(

 
 

𝜙2𝑦𝑦(𝒙2)

𝜙2𝑦𝑦(𝒙2)

⋮
𝜙2𝑦𝑦(𝒙𝑠)

 

𝜙3𝑦𝑦(𝒙2)

𝜙3𝑦𝑦(𝒙3)

⋮
𝜙3𝑦𝑦(𝒙𝑠)

 

…
…
⋮
…

  

𝜙𝑠𝑦𝑦(𝒙2)

𝜙𝑠𝑦𝑦(𝒙3)

⋮
𝜙𝑠𝑦𝑦(𝒙𝑠))

 
 

(

𝑢2

𝑢3

⋮
𝑢𝑠

)   

(25)          

where  𝑖 = 2, 3, … . 𝑠 = 𝑛 − 1.   

Using equation (21), the corresponding initial conditions for the unknown field nodal 

variables: 𝑢2, 𝑢3, … 𝑢𝑛−1 are expressed as:  

                       𝑢(𝑥𝛼, 𝑦𝛼 , 0) = 𝜂(𝑥𝛼, 𝑦𝛼)    𝛼 = 2, 3…  𝑠 = 𝑛 − 1                                          (26)              

Then, the system of ODEs in equation (25) and the initial conditions in equation (26) are 

numerically integrated using Matlab ode 45, to obtain the computational values of  

𝑢2, 𝑢3, … 𝑢𝑛−1. 

3 Results and Discussions                                   

Here, the new method Meshfree Method of Lines (MFMOL), is applied to solve 2D 

Advection Diffusion Equations (ADE) for multiphase flows of solute transport in a 

nonreactive, source-free, homogeneous and isotropic porous media. For ADE used for 

modelling solute transport, the peclet number, 𝑃𝑒 ≫ 1 corresponds to the advection time 

scale being greater than the diffusion time scale of the flow and this causes an unstable flow.  

However, the Peclet number, 𝑃𝑒 ≪ 1 corresponds to the advection time scale being less than 
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the diffusion time scale of the flow and this gives a stable flow. For all the computations, the 

space variable discretizations for the problem complex domain Ω2 = [0, 1] × [0, 1] are done 

using scattered and unevenly distributed nodal points: {(0,0), (0.5, 0.3), (0.7, 0.8), (1,1)}. 

Example 1: Consider the diffusion-controlled solute transport equation (1) with the 

dispersion coefficients 𝐷1 = 𝐷2 = 0.5 𝑚2𝑠−1, the flow average linear velocities 𝑣1 = 𝑣2 =

0.5 𝑚. The initial and boundary conditions are:   

                                 𝜂(𝑥, 𝑦, 0) = 𝑒−𝑥 + 𝑒−𝑦                                                                              

(27) 

            𝛽1(𝑦, 𝑡) = (1 + 𝑒−𝑦)𝑒−4𝑡, 𝛾1(𝑦, 𝑡) = (𝑒−1 + 𝑒−𝑦)𝑒−4𝑡                                               

(28) 

            𝛽2(𝑥, 𝑡) = (𝑒−𝑥 + 1)𝑒−4𝑡,  𝛾2(𝑦, 𝑡) = (𝑒−𝑥 + 𝑒−1)𝑒−4𝑡                                               

(29) 

The flow Peclet number: 𝑃𝑒 =
|𝑣|𝐿

|𝐷|
= 1, where 𝐿1 = 𝐿2 = 1. The existing model's exact 

solution is given as [13]: 

         𝑢(𝑥, 𝑦, 𝑡) = (𝑒−𝑥 + 𝑒−𝑦)𝑒−4𝑡,      (𝑥, 𝑦, 𝑡) ∈ [0, 1] × [0, 1] × [0, 0.1]                (30)     

Using the procedures in equations (5) – (26), gives the MFMOL approximation for the 

system of ODEs: 

𝑑𝑢𝑖

𝑑𝑡
= 𝐷1 (

𝜙2𝑥𝑥(𝒙2) 𝜙3𝑥𝑥(𝒙2)

𝜙2𝑥𝑥(𝒙3) 𝜙3𝑥𝑥(𝒙3)
) (

𝑢2

𝑢3
) − 𝑣1 (

𝜙2𝑥(𝒙2) 𝜙3𝑥(𝒙2)

𝜙2𝑥(𝒙3) 𝜙3𝑥(𝒙3)
) (

𝑢2

𝑢3
) −

𝑣2 (
𝜙2𝑦(𝒙2) 𝜙3𝑦(𝒙2)

𝜙2𝑦(𝒙3) 𝜙3𝑦(𝒙3)
) (

𝑢2

𝑢3
)  

              +   𝐷2 (
𝜙2𝑦𝑦(𝒙2) 𝜙3𝑥𝑥(𝒙2)

𝜙2𝑦𝑦(𝒙3) 𝜙3𝑥𝑥(𝒙3)
) (

𝑢2

𝑢3
) ,    𝑖 = 2 and 3                                                           (31) 

subject to the initial conditions: 
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𝑢(𝒙, 0) = [𝑢(𝒙2, 0), 𝑢(𝒙3, 0)] =  [𝑒−𝑥2 + 𝑒−𝑦2 ,   𝑒−𝑥3 + 𝑒−𝑦3], where  𝒙 = (𝑥, 𝑦)                

(32) 

The computational outputs of equations (31) – (32) are given as: 

(
𝑢2̇

𝑢3̇
) = (

−1.3765 −2.7527
−0.6783 −1.3563

) (
𝑢2

𝑢3
) ,    𝑢(𝑥, 0) = (

1.3473
  0.9459

)   and   𝑢𝑖̇ =
𝑑𝑢𝑖

𝑑𝑡
              

(33)                                                 

 

The second iterate of Variational Iteration Method (VIM) solution is obtained as [32]: 

                𝑢(𝑥, 𝑦, 𝑡) = (1 + 3𝑡 + 𝑡2)(𝑒−𝑥 + 𝑒−𝑦)                                                 (34) 

Example 2: Consider the advection-controlled solute transport equation (1) with the 

dispersion coefficients 𝐷1 = 𝐷2 = 0.01 𝑚2𝑠−1, the flow average linear velocities 𝑣1 = 𝑣2 =

0.8 𝑚𝑠−1, The boundary and initial conditions are:  

 𝛽1(𝑦, 𝑡) =
1

4𝑡+1
𝑒

(
−(0.8𝑡+0.5)2−(𝑦−0.8𝑡−0.5)2

0.01(4𝑡+1)
)
,    𝛾1(𝑦, 𝑡) =

1

4𝑡+1
𝑒

(
−(0.5−0.8𝑡)2−(𝑦−0.8𝑡−0.5)2

0.01(4𝑡+1)
)
                     

(35) 

 𝛽2(𝑥, 𝑡) =
1

4𝑡+1
𝑒

(
−(𝑥−0.8𝑡−0.5)2−(0.8𝑡+0.5)2

0.01(4𝑡+1)
)
,   𝛾2(𝑦, 𝑡) =

1

4𝑡+1
𝑒

(
−(𝑥−0.8𝑡−0.5)2−(0.5−0.8𝑡)2

0.01(4𝑡+1)
)
                     

(36) 

                        𝜂(𝑥, 𝑦, 0) = 𝑒−100[(𝑥−0.5)2+(𝑦−0.5)2]                                             (37)                                                  

The flow Peclet number: 𝑃𝑒 =
|𝑣|𝐿

|𝐷|
= 80, where 𝐿1 = 𝐿2 = 1. The existing exact solution 

of the model is given as [33]: 

𝑢(𝑥, 𝑦, 𝑡) =
1

4𝑡+1
𝑒

(
−(𝑥−0.8𝑡+0.5)2−(𝑦−0.8𝑡−0.5)2

0.01(4𝑡+1)
)
,   (𝑥, 𝑦, 𝑡) ∈ [0, 1] × [0, 1] × [0, 0.3].                    

(38) 
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The procedures in equation (5) – (26) gives the MFMOL approximation for the system of 

ODEs: 

𝑑𝑢𝑖

𝑑𝑡
= 𝐷1 (

𝜙2𝑥𝑥(𝒙2) 𝜙3𝑥𝑥(𝒙2)

𝜙2𝑥𝑥(𝒙3) 𝜙3𝑥𝑥(𝒙3)
) (

𝑢2

𝑢3
) − 𝑣1 (

𝜙2𝑥(𝒙2) 𝜙3𝑥(𝒙2)

𝜙2𝑥(𝒙3) 𝜙3𝑥(𝒙3)
) (

𝑢2

𝑢3
) −

𝑣2 (
𝜙2𝑦(𝒙2) 𝜙3𝑦(𝒙2)

𝜙2𝑦(𝒙3) 𝜙3𝑦(𝒙3)
) (

𝑢2

𝑢3
)  

                                       +   𝐷2 (
𝜙2𝑦𝑦(𝒙2) 𝜙3𝑥𝑥(𝒙2)

𝜙2𝑦𝑦(𝒙3) 𝜙3𝑥𝑥(𝒙3)
) (

𝑢2

𝑢3
)     𝑖 = 2 and  3                                                      

(39) 

subject to the initial conditions: 

𝑢(𝒙, 0) = [𝑢(𝒙2, 0), 𝑢(𝒙3, 0)] =  [𝑒−100[(𝑥2−0.5)2+(𝑦2−0.5)2], 𝑒−100[(𝑥3−0.5)2+(𝑦3−0.5)2]]          

(40) 

The computational values of equations (39) – (40) are given as: 

 (
𝑢2̇

𝑢3̇
) = (

−0.3301 −0.6597
−0.6758 −1.3520

) (
𝑢2

𝑢3
) ,    𝑢(𝒙, 0) = (

0.018316
  2.26𝐸 − 6

)   and   𝑢𝑖̇ =
𝑑𝑢𝑖

𝑑𝑡
                

(41) 

The first iterate of VIM solution is obtained as [32] 

              𝑢(𝑥, 𝑦, 𝑡) = [1 + {𝐷(𝐴2 + 𝐵2 + 2𝑞) − 𝑣(𝐴 + 𝐵)}𝑡]𝑒−100((𝑥−0.5)2+(𝑦−0.5)2)              

(42)          

                         where:   𝑣 = 𝑣1 = 𝑣2 = 0.8, and 𝐷 = 𝐷1 = 𝐷2 = 0.01 

Example 3: Consider the diffusion-controlled solute transport equation (1) with the 

dispersion coefficients 𝐷1 = 1.4𝑚2𝑠−1, 𝐷2 = 1.7 𝑚2𝑠−1, the flow average linear velocities 

𝑣1 = 𝑣2 = 1.0 𝑚𝑠−1, The initial and boundary conditions are:  

                             𝜂(𝑥, 𝑦, 0) = 𝑒−𝑐1𝑥 + 𝑒−𝑐2𝑦                                                       (43) 

     𝛽1(𝑦, 𝑡) = (1 + 𝑒−𝑐2𝑦)𝑒−10𝑡,     𝛾1(𝑦, 𝑡) = (𝑒−𝑐1 + 𝑒−𝑐2𝑦)𝑒−10𝑡                    (44)            
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         𝛽2(𝑥, 𝑡) = (𝑒−𝑐1𝑥 + 1)𝑒−10𝑡,   𝛾2(𝑦, 𝑡) = (𝑒−𝑐1𝑥 + 𝑒−𝑐2)𝑒−10𝑡                  (45)  

         𝑐1 =
−𝑣1−√𝑣1

2+4𝑏𝐷1

2𝐷1
,   𝑐2 =

−𝑣2−√𝑣2
2+4𝑏𝐷2

2𝐷2
, 𝑏 = −10, 𝑃𝑒 =

|𝑣|𝐿

|𝐷|
< 1, 𝐿1 = 𝐿2 = 1           

(46) 

The existing exact solution of the model is given as [13]: 

  𝑢(𝑥, 𝑦, 𝑡) = (𝑒−𝑐1𝑥 + 𝑒−𝑐2𝑦)𝑒−10𝑡 ,    (𝑥, 𝑦, 𝑡) ∈ [0, 1] × [0, 1] × [0, 0.1]          (47) 

 Following the procedures in equations (5) – (26) gives the MFMOL approximation for the 

system of ODEs: 

𝑑𝑢𝑖

𝑑𝑡
= 𝐷1  (

𝜙2𝑥𝑥(𝒙2) 𝜙3𝑥𝑥(𝒙2)

𝜙2𝑥𝑥(𝒙3) 𝜙3𝑥𝑥(𝒙3)
) (

𝑢2

𝑢3
) − 𝑣1 (

𝜙2𝑥(𝒙2) 𝜙3𝑥(𝒙2)

𝜙2𝑥(𝒙3) 𝜙3𝑥(𝒙3)
) (

𝑢2

𝑢3
) −

𝑣2 (
𝜙2𝑦(𝒙2) 𝜙3𝑦(𝒙2)

𝜙2𝑦(𝒙3) 𝜙3𝑦(𝒙3)
) (

𝑢2

𝑢3
)  

                +   𝐷2 (
𝜙2𝑦𝑦(𝒙2) 𝜙3𝑥𝑥(𝒙2)

𝜙2𝑦𝑦(𝒙3) 𝜙3𝑥𝑥(𝒙3)
) (

𝑢2

𝑢3
)     𝑖 = 2 and 3                                                     (48) 

subject to the initial conditions:  

𝑢(𝒙, 0) = [𝑢(𝒙2, 0), 𝑢(𝒙3, 0)] =  [𝑒−𝑐1𝑥2 + 𝑒−𝑐2𝑦2 ,   𝑒−𝑐1𝑥3 + 𝑒−𝑐2𝑦3]                  (49) 

The computational outputs of equations (48) – (49) give: 

(
𝑢2̇

𝑢3̇
) = (

−4.02179 −8.04295
−2.55048 −5.1006

) (
𝑢2

𝑢3
) ,    𝑢(𝒙, 0) = (

2.4939
  2.9610

)   and   𝑢𝑖̇ =
𝑑𝑢𝑖

𝑑𝑡
  50) 

The first iterate of the VIM solution is given as [32]: 

             𝑢(𝑥, 𝑦, 𝑡) = (1 + {𝐷1𝑐1
2 + 𝑣1𝑐1}𝑡)𝑒

−𝑐1𝑥, + (1 + {𝐷2𝑐2
2 + 𝑣2𝑐2}𝑡)𝑒

−𝑐2𝑦                    

(51) 

 

Then equations (33), (41), and (50) are numerically integrated via the MATLAB 

ode45 solver, to obtain the computational values of the unknown nodal values 𝑢2 and 𝑢3. 
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Tables 1-3 show the computational results of the new method MFMOL, the exact solutions, 

the Variational Iteration Method (VIM) solution, and the absolute errors for examples 1-3, 

respectively. Figs 1-20 show graphical displays comparing the exact solutions, MFMOL 

solutions, and the absolute errors for examples 1-3. 

Table 1. Example 1’s table for the exact solutions, the MFMOL solutions, and the absolute 

error computed at (0.5, 0.3) and (0.7,0.8) over 0 ≤ 𝑡 ≤ 0.001 with ∆𝑡 = 0.0002 

(𝑥, 𝑦)  𝑡 𝑢𝑒𝑥(𝑥, 𝑦, 𝑡) MFMOL:  

𝑢𝑛𝑢𝑚(𝑥, 𝑦, 𝑡) 

VIM 

[32] 

  𝑒1: |𝑢𝑒𝑥 −

𝑢𝑛𝑢𝑚| 

  𝑒2: |𝑢𝑒𝑥 −

𝑉𝐼𝑀| 

(0.5,0.3) 

 

0.0000 

0.0002 

0.0004 

0.0006 

0.0008 

0.001 

1.3473 

1.3463 

1.3452 

1.3441 

1.3430 

1.3420 

1.3473 

1.3464 

1.3455 

1.3446 

1.3437 

1.3428 

1.3473 

1.3482 

1.3490 

1.3498 

1.3506 

1.3514 

0.0E-4 

1.0E-4 

3.0E-4 

5.0E-4 

7.0E-4 

8.0E-4 

0.0E-4 

1.9E-3 

3.8E-3 

5.7E-3 

7.6E-3 

9.4E-3 

(0.7,0.8) 

 

0.0000 

0.0002 

0.0004 

0.0006 

0.0008 

0.001 

0.9459 

0.9452 

0.9444 

0.9436 

0.9429 

0.9421 

0.9459 

0.9455 

0.9450 

0.9446 

0.9441 

0.9437 

0.9459 

0.9465 

0.9470 

0.9476 

0.9482 

0.9488 

0.0E-4 

3.0E-4 

6.0E-4 

1.0E-3 

1.2E-3 

1.6E-3 

0.0E-4 

7.0E-4 

2.6E-3 

4.0E-3 

5.3E-3 

6.7E-3 

      

Table 2.  Example 2’s table for the exact solutions, the MFMOL numerical solutions, and 

the absolute errors computed at points (0.5, 0.3) and (0.7,0.8) over 0 ≤ 𝑡 ≤ 0.1 with ∆𝑡 =
0.02 

(𝑥, 𝑦)  𝑡 𝑢𝑒𝑥(𝑥, 𝑦, 𝑡) MFMOL:𝑢𝑛𝑢𝑚(𝑥, 𝑦, 𝑡) VIM 

[32] 

 𝑒1: |𝑢𝑒𝑥

− 𝑢𝑛𝑢𝑚| 

𝑒2: |𝑢𝑒𝑥

− 𝑢𝑛𝑢𝑚| 

(0.5,0.3) 

 

0.00 

0.02 

0.04 

0.06 

0.01830 

0.01200 

0.00760 

0.00470 

0.01830 

0.01820 

0.01810 

0.01790 

0.01830 

0.01820 

0.01820 

0.01810 

0.0E-4 

6.2E-3 

1.1E-2 

1.3E-2 

0.0E-4 

6.2E-3 

1.1E-2 

1.3E-2 
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0.08 

0.1 

0.00280 

0.00170 

0.01780 

0.01770 

0.01800 

0.01790 

1.5E-2 

1.6E-2 

1.5E-2 

1.6E-2 

(0.7,0.8) 

 

0.00 

0.02 

0.04 

0.06 

0.08 

0.1 

0.00000 

0.00002 

0.00015 

0.00074 

0.00270 

0.00800 

0.00000 

0.00025 

0.00051 

0.00077 

0.00100 

0.00130 

0.00000 

0.00001 

0.00001 

0.00002 

0.00003 

0.00003 

 

0.0E-5 

2.3E-4 

3.6E-4 

3.0E-5 

1.7E-3 

6.7E-3 

0.0E-5 

1.0E-5 

1.4E-4 

7.2E-4 

2.7E-3 

8.0E-3 

 

Table 3. Example 3’s table for comparison of the exact solution and the MFMOL numerical 

solution, with the absolute error computed at (0.5, 0.3) and (0.7,0.8) over 0 ≤ 𝑡 ≤ 0.001 

with ∆𝑡 = 0.0002 

(𝑥, 𝑦)  𝑡 𝑢𝑒𝑥(𝑥, 𝑦, 𝑡) MFMOL:𝑢𝑛𝑢𝑚(𝑥, 𝑦, 𝑡) VIM[32]  𝑒1: |𝑢𝑒𝑥

− 𝑢𝑛𝑢𝑚| 

𝑒1: |𝑢𝑒𝑥

− 𝑢𝑛𝑢𝑚| 

(0.5,0.3) 

 

0.0000 

0.0002 

0.0004 

0.0006 

0.0008 

0.001 

2.4940 

2.4939 

2.4939 

2.4938 

2.4938 

2.4937 

2.4939 

2.4871 

2.4804 

2.4736 

2.4669 

2.4602 

2.4940 

2.4939 

2.4939 

2.4938 

2.4938 

2.4937 

1.0E-4 

6.8E-3 

1.4E-2 

2.0E-2 

2.7E-2 

3.4E-2 

0.0E-4 

0.0E-4 

0.0E-4 

0.0E-4 

0.0E-4 

0.0E-4 

(0.7,0.8) 

 

0.0000 

0.0002 

0.0004 

0.0006 

0.0008 

0.001 

2.9610 

2.9609 

2.9609 

2.9608 

2.9610 

2.9607 

2.9610 

2.9567 

2.9524 

2.9482 

2.9439 

2.9396 

2.9610 

2.9609 

2.9609 

2.9608 

2.9608 

2.9607 

0.0E-4 

4.2E-3 

8.5E-3 

1.3E-2 

1.7E-2 

2.1E-2 

0.0E-4 

0.0E-4 

0.0E-4 

0.0E-4 

2.0E-4 

0.0E-4 

 



 

 

   

 

 

 

325 

 

  

Ogunfiditimi et al., IJASST, Volume 07, Issue 02, 2025 

 
Figure 1. Plot of Example 1, for the flux averaged solute concentration corresponding to 

fixed point (𝑥, 𝑦) = (0.5, 0.3) over 0 ≤ 𝑡 ≤ 0.001 with time steps ∆𝑡 = 0.0001 

                

 

Figure 2. Plot of Example 1, for the flux averaged solute concentration corresponding to 

fixed point (𝑥, 𝑦) = (0.7, 0.8) over 0 ≤ 𝑡 ≤ 0.001 with time steps ∆𝑡 = 0.0001 
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Figure 3. Surface and Contour plots of Example 1 for the exact solutions of the spatial 

distributions of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 
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Figure 4. Surface and Contour plots of Example 1 for the MFMOL solutions of the spatial 

distributions of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 

 

 

 
Figure 5. Contour plots of Example 1, for the exact solutions of the spatial distributions of 

the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 
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Figure 6. Contour plots of Example 1, for the MFMOL solutions of the spatial distributions 

of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 

 
Figure 7. Surface and Contour plots of the Error between the exact and MFMOL solutions 

of Example 1 for the spatial distributions of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 =

0.1 

 

In Table 1, the numerical results of flux-averaged (flowing) concentrations of example 1 

using the proposed method MFMOL were compared with the exact solutions and the 

Variational Iteration Method (VIM) solution for effluent concentrations at varied temporal 

step size ∆𝑡 and fixed position (𝑥, 𝑦) for diffusion-dominated flow (𝑃𝑒 = 1), with initial and 

boundary conditions, in homogeneous porous medium. The proposed method MFMOL gave 

good approximations and stability than VIM solutions as shown with the computational 

values and the absolute errors 𝑒1 and 𝑒2 respectively. This established convergence of the new 

method MFMOL in simulating flowing concentration for 2D solute transport models in 

homogeneous and isotropic porous media. The sensitivity of the MFMOL values to spatial 

nodes (𝑥, 𝑦) is observed in Table 1, although negligible, where the point (0.5, 0.3) gave more 
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accuracy than the point (0.7, 0.8) as shown by absolute errors 𝑒1.  Figure 1 and Figure 2 

showed the graphical displays of the flux-averaged concentrations of the MFMOL solutions 

and the exact solutions at fixed spatial points (0.5, 0.3) and (0.7, 0.8) respectively over 

various temporal step size ∆𝑡. Figure 3 and Figure 4 showed the combined surface and 

contour plots for the exact solution and the MFMOL solution respectively, for spatial 

distributions 𝑢(𝑥, 𝑦, 𝑡) of flux-averaged solute concentration at fixed 𝑡 = 0.1. Figure 5 and 

Figure 6 showed the explicit contour plots for the exact solutions and the MFMOL solutions 

respectively for spatial distributions 𝑢(𝑥, 𝑦, 𝑡) of flux-averaged concentrations at fixed time 

𝑡 = 0.1. Figure 7 showed the combined surface and contour plots of the Error between the 

MFMOL solutions and the exact solutions of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 

𝑡 = 0.1. 

 

 

Figure 8. Plot of Example 2 corresponding to (0.7, 0.8) over 0 ≤ 𝑡 ≤ 0.1 with   ∆𝑡 = 0.002 
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Figure 9. Surface Plots of Example 2 for the exact solutions of the spatial distributions of the 

flux-averaged solute concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.3 

 

 

Figure 10. Surface Plots of Example 2 for the MFMOL solutions of the spatial distributions 

of the flux-averaged solute concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.3 
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Figure 11. Contour plots of Example 2, for the exact solutions of spatial distributions of the 

flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.3 

 

 

Figure 12. Contour plots of Example 2, for the MFMOL solutions of spatial distributions of 

the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.3 
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Figure 13. Surface plots of the errors between the exact and MFMOL solutions of Example 

2 for the spatial distributions of the flux-averaged concentrations 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.3 

 

In Table 2, the computational values of the proposed method MFMOL were 

compared with known exact solutions and the VIM solutions for the flowing concentrations 

at varied temporal step size ∆𝑡 and fixed position (𝑥, 𝑦) for advection-dominated flow (𝑃𝑒 =

80) subject to complex initial and boundary conditions in the complex domain. The proposed 

method resulted in good approximations and stability with minimal numerical oscillations 

without the use of a stabilization technique. Its accuracy here is almost the same or slightly 

higher than the VIM solutions as shown via the computational values and the absolute errors 

𝑒1 and 𝑒2 respectively. The absolute errors computed also showed that the MFMOL is convergent 

for advection-controlled 2D solute transport models where the numerical oscillations or 

instabilities used to be significant. The sensitivity of the MFMOL values to spatial nodes 

(𝑥, 𝑦) is observed in Table 2, although negligible, where the point (0.7, 0.8) gave more 

accuracy than the point (0.5, 0.3) as shown by the absolute errors 𝑒1. Also, higher time steps 

∆𝑡 = 0.02 were used for computational optimal accuracy instead of lower time steps often 
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used for better accuracy in transient flow models. The use of lower time steps is analogous 

to mesh refinement for optimal accuracy in mesh-based methods.  Fig. 8 showed the 

graphical display of the flux-averaged concentrations of the MFMOL solutions and the exact 

solutions at fixed spatial points (0.5, 0.3) over various temporal step size ∆𝑡. Figs 9 and 10 

showed the surface plots of the exact and the MFMOL solutions respectively for spatial 

distribution 𝑢(𝑥, 𝑦, 𝑡) of the flux-averaged concentration fixed at 𝑡 = 0.3. Figs. 11 and 12 

showed the contour plots for the exact solutions and the MFMOL solutions respectively, for 

spatial distribution 𝑢(𝑥, 𝑦, 𝑡) of flux-averaged concentration fixed at 𝑡 = 0.3. Fig 13 showed 

the surface plots of the error between the exact and the MFMOL solutions of the spatial 

distribution 𝑢(𝑥, 𝑦, 𝑡) for the flux-averaged concentration fixed at 𝑡 = 0.1.       

 
Figure 14. Plot of Example 3 corresponding to (0.5, 0.3) over 0 ≤ 𝑡 ≤ 0.001 with ∆𝑡 =
0.0001 
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Figure 15. Plot of Example 3 corresponding to (0.7, 0.8) over 0 ≤ 𝑡 ≤ 0.001 wi th∆𝑡 =
0.0001 

 

 

Figure 16. Surface plot of example 3 for the exact solution of the spatial distributions of the 

flux-averaged solute concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 
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Figure 17. Surface plot of example 3 of the MFMOL solution of the spatial distributions of 

the flux-averaged solute concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 

 

Figure 18. Contour plot of example 3, for the exact solutions of the spatial distributions of 

the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 
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Figure 19. Contour plot of example 3, for the MFMOL solutions of the spatial distributions 

of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 

 

 

Figure 20. Surface plots of the error between the exact and MFMOL solutions of Example 

3 for the spatial distributions of the flux-averaged concentration 𝑢(𝑥, 𝑦, 𝑡) at 𝑡 = 0.1 
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In Table 3, the approximate values of the proposed MFMOL were compared with 

existing exact solutions and the VIM solutions for the effluent concentration at varied 

temporal step size ∆𝑡 and constant position (𝑥, 𝑦) for the case of diffusion-dominated flow 

(𝑃𝑒 < 1) with the complex initial and boundary conditions in the complex domain of porous 

structure. It is observed that the proposed method gave a good approximation, as validated 

by the exact solutions and VIM solutions. Here, the VIM solutions are similar to the exact 

solutions. Also, the sensitivity of the solutions is independent of both spatial positions (𝑥, 𝑦) 

and the lower time steps ∆𝑡; rather, it depends on the nature of the subsidiary conditions. The 

absolute errors computed also showed that the MFMOL is convergent for diffusion-

controlled 2D solute transport models. Figs. 14 and 15 showed the graphical displays of the 

flux-averaged concentrations of the MFMOL solutions and the exact solutions at fixed spatial 

points (0.5, 0.3) and (0.7, 0.8), respectively, over various temporal step sizes ∆𝑡. Figs. 16 

and 17 showed the surface plots of the exact and the MFMOL solutions for spatial 

distribution 𝑢(𝑥, 𝑦, 𝑡) of the flux-averaged concentrations respectively at 𝑡 = 0.1. Figs. 18 

and 19 showed the contour plots for the exact solutions and the MFMOL solutions for spatial 

distribution 𝑢(𝑥, 𝑦, 𝑡) of flux-averaged concentration respectively at 𝑡 = 0.1. Fig. 20 showed 

the surface plots of the error between the exact and the MFMOL solutions of the spatial 

distribution 𝑢(𝑥, 𝑦, 𝑡) for the flux-averaged concentration fixed at 𝑡 = 0.1. 

The Variational Iteration Method (VIM) is a powerful computational method for various 

problems in the applied sciences and engineering, due to its stability and fast convergence to 

closed-form solutions or approximate solutions in series form [34], [35]. However, it has 

limited capacity in solving boundary value problems as its zeroth approximation depends 

only on the initial conditions, and its solution may not satisfy the boundary conditions. This 

setback is overcome by the proposed method MFMOL, which utilises the Kronecker delta 

function property to easily impose boundary conditions, making the present method superior 

to VIM in solving a wide range of boundary value problems. 
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4 Conclusion 

In this paper, a novel Meshfree Method of Lines (MFMOL) was proposed in strong 

form formulations for solving 2D Advection Diffusion Equations (ADEs) modelling flux-

averaged (flowing) concentrations of solute transport in nonreactive, source-free, 

homogeneous and isotropic porous media. The method was applied to both advective (𝑃𝑒 >

1) and diffusive (𝑃𝑒 < 1) problems without any stabilization technique for the convective 

terms of the models, and the results agreed with both existing exact solutions and the 

Variational Iteration Method (VIM) solutions, with negligible numerical instabilities as 

shown in Tables 1-3 and Figs. 1–20. This shows the accuracy and efficiency of the new 

method, not only in simulating 2D solute transport in homogeneous complex domains 

without a stabilization technique, but also in overcoming the various challenges ranging from 

low-quality meshes, numerical instabilities, discontinuities, massive computational efforts, 

high costs, to substantial setup time in generating quality meshes, which are encountered by 

mesh-based methods due to mesh interpolation for the complex domains. Regarding the easy 

imposition of boundary conditions, which VIM may not always satisfy in solving solute 

transport models, the present method shows superior performance over VIM by utilizing the 

Kronecker delta function property to impose boundary conditions for numerous models 

easily 

This research acknowledges some limitations for optimal computational accuracy of 

the proposed method. These include the geometrical location of star nodal points in the 

domain of the problem and its boundary, the time steps and the complexities of the initial and 

boundary conditions. The sensitivity of the limit factors to the accuracy of the solution is 

trivial with negligible effects on computational errors. 

Despite these limitations, various features of the proposed method involved in 

generating acceptable computational results have established its solid foundation for 

handling 2D models with constant parameters in homogeneous and isotropic porous domains. 

Considering the effectiveness of the proposed method for 2D models, future research is to 
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explore its capacity for solving 3D models, coupled transport-reaction systems and various 

time-dependent models such as series RC and LC circuits in electricity and magnetism [36], 

Magnetohydrodynamic models (MHD) [37], and others. Additionally, with the series of 

transformation [38], [39], appropriate discretisation of variable-dependent parameters in the 

models [40] or other approaches, future work will examine the significant potential of the 

proposed method in solving transport models in heterogeneous and anisotropic porous media 

for practical applications such as groundwater flow, reservoir flow, shallow water equation, 

and others.  
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Abstract 

Coconut shell is one of the potential biomass resources that has been widely developed as a 

raw material for briquettes to support renewable energy initiatives and circular economy 

practices. This study aimed to explore the development, research focus, and future directions 

of cocomut shell briquette through a systematic literature review. The Methodi Ordinatio 

approach was employed for analysis, resulting in a final portfolio of 134 selected documents, 

which were the further examined to identify trends and research gaps. The findings showed 

that mixing coconut shell with other biomass such as from wood-based and agricultural-based 

residues could enhance the briquette performance. Moreover, alternative binders such as 

lignocellulosic carbohydrates and its derivatives, plant sap, and waste cooking oil offered 

promising substitutes for food-based materials. Oily biomass, such as eucalyptus wastes and 

pine resin, was also found to improve briquette performance due to its volatile content. In 

addition, the integration of automation technologies based on microcontrolers and the 

Internet of Things (IoT) has been applied to improve production efficiency and consistency. 

The findings of this study can serve as a foundation for future development focused on 

material formulation and technological innovations for coconut shell-based briquette 

production that are more efficient, sustainable, and responsive to future energy needs. 

Keywords: Alternative binders, Bibliometric analysis, Biomass mixtures, Coconut shell 

briquettes. 

 

 

1 Introduction 

Global energy demand continues to rise in line with population growth and the pace 

of industrialization [1]. The reliance on fossil fuel sources has resulted in various negative 

environmental impacts, thereby encouraging the search for more sustainable energy 
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alternatives. Renewable energy sources such as solar, wind, hydro, and biomass are being 

widely developed to reduce the strain on finite fossil resources. Among these, biomass 

holds a strategic position due to its renewable and widespread availability, particularly in 

the form of organic residues [2]. One notable application of biomass that has gained 

increasing attention is the production of biomass briquettes—commonly reffered as bio-

briquettes—an alternative solid fuel that is environmentally friendly, cost-effective, and 

suitable for replacing conventional fossil-based energy sources [3]. 

The development of biomass briquettes has shown significant progress through the 

diversification of raw materials. Various types of biomass—such as rice husk, sugarcane 

baggase, wood residue, and coconut shell—have been utilized as primary feedstocks for 

briquette production [4–6]. Among these options, coconut shell stands out as a leading 

biomass source due to its high density, favorable fixed carbon content, and relatively high 

calorific value [7–8]. Moreover, the utilization of coconut shell supports the principles of 

biorefinery and circular economy by transforming organic waste into value-added 

alternative energy, while simultaneously reducing carbon emissions and waste volume 

[9–10]. 

Recent research trends on coconut shell biomass briquettes have become 

increasingly diserve and innovative. The focus of studies has expanded beyond basic 

characterization to include the exploration of production technologies, biomass blend 

formulations, and the development of sustainable natural binders [11–13]. Several recent 

studies have evaluted the use of agricultural and plantation waste—such as oil palm empty 

fruit bunches, corn stalk, and rice straw—as additives in coconut shell briquettes [14–16]. 

In addition, emerging research has begun to integrate technological approaches, such as 

microcontoller-based automation and the Internet of Things (IoT), into the briquette 

production process [17–20]. These developments highlight the need for a comprehensive 

literature synthesis that can consolidate scientific findings and identify research gaps that 

remain open for further investigation. 

A systematic approach such as Methodi Ordinatio is considered effective in 

addresssing the need to evaluate the continouosly evolving research landscape [21–22]. 

This technique combines criteria of quality, citation count, and publication recency to 

construct a representative portfolio of documents [23]. By applying Methodi Ordinatio, 
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the review findings can be developed into a visual map network that illustrates research 

cluster, dominant topics, and interrelated concepts. The use of this technique offers 

significant advantages in identifying research gaps and formulating strategic directions 

for future research development [24]. 

The aim of this study was to systematically explore and sythesize the developmet  

of research on coconut shell-based briquettes using the Methodi Ordinatio approach. This 

review also integrated bibliometric analysis based on a visual map network to obtain a 

comprehensive overview of research trends, scientific contributions, and potential future 

research directions. The findings of this study are expected to provide a strong scientific 

foundation for the development of more efficient, sustainable, and applicable coconut 

shell briquette innovations. 

2 Material and Methods 

2.1 Data Collection 

Methodi Ordinatio, was used to structure systematic literature review, with data 

collection limited to the Scopus database [21, 23]. The main procedural steps are 

presented in Table 1. Data collection was conducted at the middle of January 2025 

employing search query as “briquette” and “coconut”, which outlined 157 documents 

with a total of 63 of keywords. The collected documents were the sorted by publication 

year—limited to the last decade (2015 to 2024)—and duplicate entries were removed 

using Mendeley as the reference manager, outlined as 142 documents. A thorough 

screening and reading of all documents were counducted to filter those relevant to this 

study. The final portfolio consisted of 134 documents and 25 keywords, which were 

further evaluated through bibliometric analysis and visualized using a visual map netwok. 

 

Table 1. Main steps to perform the systematic review through Methodi Ordinatio. 

Steps  Description  

Database search I Initial portfolio 

Database 

Keywords 

 

Scopus 

63 
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Number of documents 157 

Filtering 

procedures 

II 

 

 

III 

IV 

V 

Elimination of duplicates and 

limiting to recent 10 years 

publication (2015 to 2024) 

Screening title and keywords 

Reading of abstracts 

Reading of full texts 

Final portfolio 

Number of documents 

Keywords 

 

 

 

 

 

 

134 

25 

Content analysis VI Year of publication 

Types of document 

Keywords 

 

 

2.2 Bibliometric Analysis and Visual Maps Generation 

Bibliometric analysis was conducted to synthesize the information obtained from 

the final portfolio (comprising 134 documents and 25 keywords), following a modified 

set of procedures [23–24]. The final portfolio was used to generate a visual map network 

with the assistance of VOSviewer v1.6.20, and the results served as a reference for 

conducting the systematic review in this study. the subsequent discussion was focused on 

key and critical parameters (based on visual map network), examined comprehensively 

to map potential directions for future development. 

3 Results and Discussions 

3.1 Visual Map Network and Bibliometric Results 

Recent studies on the development of coconut shell-based briquettes has shown an 

increasing trend each year, as illustrated in Fig. 1. Discussion on combustion and the 

application of briquettes for stoves or cookers began in 2015 [25]. In subsequent years, 

studies began to focus on the engineering and optimization of the production process [26–

27]. Starting in 2017, the addition of other biomass—such as tropical fruit waste, rice 

husks, water hyacinth, and wood residues—was explored to enhance the performace and 
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characteristics of coconut shell-based briquettes [28–31]. From 2020 onwards, intensive 

studies were conducted on substituting binder materials, introducing alternatives such as 

plant sap and waste cooking oil (WCO) [13, 32–33]. More recent developments, 

beginning in 2023, have shifted toward techno-economic studies and environmental 

impact analyses, aimed at promoting more efficient practices and supporting the 

implementation of a circular economy [16, 34–38]. This is evidenced by the integration 

of internet- and microcontroller-based automation, as well as the emergence of agro-

industrial and animal mannure as alternative briquette binders [17–18, 39–41]. 

Fig. 2 presents the distribution of publication types recorded over the past decade 

(2015–2024). Based on the final portfolio, experimental studies dominated the landscape 

with 67 documents, followed by conference papes with 60 documents. These figures 

indicate that research on the development of coconut shell-based briquettes has been 

predominantly conducted through direct experimentation to obtain primary data as 

sources of new scientific findings. Meanwhile, publication types such as reviews (4 

documents) and book chapters (3 documents), highlight a lack of interest in summarizing 

and synthesizing research gaps related to coconut shell-based briquettes development. 

This remains a citical need, as expert perspective are essential in guiding future directions 

for the development of environtmentally friendly, high-performance, and economically 

valuable coconut shell-based briquettes. 

 

 

Figure 1. Distribution of the number of published documents based on years of 

publication over the past of decade (2015 to 2024). 
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Figure 2. Distribution of the number of published documents based on publication 

categories over the past of decade (2015 to 2024). 

 

Subsequently, the research trends in coconut shell-based briquettes developments—

after filtered and screened into the final portfolio of 134 documents—were visualized as 

a visual map network, as shown in Fig. 3. Five distinct clusters were identified, each 

representing key research over the past decade: (i) briquette characteristics and 

performance; (ii) sustainable development; (iii) energy sources and utilization; (iv) 

adhesives or binders; and (v) recent developments. A noteworthy insight revealed through 

bibliometric approach is the growing emphasis, particularly in the past five years, on 

investigating biomass mixtures and binder materials used in the production of coconut 

shell-based briquettes. Several binder materials identified from the final portfolio include 

plat sap, WCO, agro-industrial waste, and animal manure—all of which have been shown 

to enhance the calorific value of coconut shell-based briquettes [28, 32–33, 40, 42–43]. 
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Figure 3. Visual map network of the developments on coconut shell-based briquettes 

over the past decade (2015 to 2024). 

 

3.2 An Overview on Biomass Mixtures for Coconut Shell-Based Briquettes 

Various types of biomass haave been successfully combined in the development of 

coconut shell-based briquettes, including rice husks, sugarcane bagasse,  and oil palm 

resdiues. As shown in Fig. 4, new findings have emerged involving additional biomass 

combinations such as rice straw, wood residues, and agro-industrial waste. Coconut shell-

based briquettes blended with wood residues—such as rubber rods, sawdust, and 

eucalyptus wastes—demonstrated high performance, with calorific value ranging from 

6,300–8,000 cal/g [44–46]. This is attributed to the denser structure of wood residues 

compared to other agro-industrial biomass, particularly in terms of lignin content [47]. 

Various wood residues are known to contain at least 25% lignin within their 

lignocellulosic structure, whereas other agro-industrial biomass sources typically contain 

lower lignin content, ranging from 10–25% [48]. This phenomenon is further supported 

by data in Table 2, which shows that coconut shell-based briquettes combined with agro-

industrial residues—such as straw, husks, and bagasse—have calorific values below 

6,000 cal/g. 
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Figure 4. Various biomass mixtures on the developing of coconut shell-based briquettes 

based on visual map network and bibliometric analysis findings. 

 

Overall, the proportion of coconut shell charcoal is generally higher than that of other 

biomass-derived charcoals. A greater proportion of coconut shell charcoal, particularly 

when combined with rice husk charcoal, has been shown to enhance briquette 

performance. For instance is the results from Rodiah [32], that reported a higher calorific 

value of 5,257 cal/g with a 2:1 ratio of coconut  shell-to-rice husk charcoal, compared to 

1:1 ratio which yielded a calorific value below 5,000 cal/g. However, despite its high 

calorific value, the proximate analysis showed an excessively high volatile mattter, 

approximately 48.99%. In addition, several studies that employed higher ratios of coconut 

shell charcoal—combined with rice straw, eucalyptus wastes, or coffee grounds—did not 

improve the proximate characteristics or overall performance of the briquette [11, 45, 54]. 

These findings highlight the need for further investigation based on the compiled data in 

this study 
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Table 2. Biomass mixtures on the recent developments of coconut shell-based briquettes. 

Types of Biomass Ratioa MCb VMb ACb FCb CVc Ref. 

Rice straw 1:4 n.d. n.d. n.d. n.d. 4,580 [11] 

Rice husks 1:1 7.63 23.12 20.21 49.04 4,966 [49] 

1:1 7.52 23.40 21.16 47.92 4,886 [50] 

1:2 3.55 48.99 3.41 44.05 6,257 [32] 

Sawdust 3:1 2.73 t.d. 1.75 t.d. 7,054 [51] 

3:1 4.23 t.d. 1.76 t.d. 7,561 [12] 

1:1 5.63 38.77 1.87 59.36 6,673 [52] 

1:1 1.00 23.44 8.28 67.28 7,564 [3] 

Madan wood wastes 1:1 11.6 13.4 4.2 70.8 6,345 [44] 

Rubber rods 1:1 5.87 4.76 3.56 86.81 8,082 [46] 

Eucalyptus wastes 1:4 13.99 82.50 2.66 14.02 7,814 [45] 

Corncob, Sugarcane bagasse 6:10:20 4.14 n.d. n.d. n.d. 5,945 [53] 

Coffee grounds 1:3 7.84 36.24 9.38 46.54 4,637 [54] 

Durian peel 3:2 13.83 1.69 11.67 72.81 5,284 [55] 

Rambutan peel 1:9 4.05 t.d. 4.83 52.36 6,673 [56] 

a The ratio of other biomass as mixture to coconut shell charcoal. 

b  Unit expressed in pecent (%); MC = moisture content; VM = volatile matter; AC = ash 

content; and FC = fixed carbon. 

c Calorific value (CV) expressed in calory per gram (cal/g). 

n.d. means the parameter was not determined on the relevant studies. 

 

Interestingly, brqiuettes with other types of biomass that did not mentioned yet showed 

higher performance, with calorific value exceeding 7,000 cal/g, particularly in the case of 

sawdust charcoal addition at a 3:1 ratio [12, 51]. 

Based on studies on briquette performance modelling, volatile matter and fixed 

carbon are the proximate characteristics that significantly influence the calorific value of 

briquettes [57–59]. This has been demonstrated in study bu Handayani et al. [52], which 

reported lower briquette performance compared to the findings of Dewantoro et al. [3]. 

This phenomenon occurs because a high volatile matter leads to a lower fixed carbon 
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(calculated by difference method), thereby reducing the potential energy released during 

oxidation—combustion reactions [60]. Further supporting this theory are the results of 

Kongpraset et al. [44], who reported a calorific value of 6,345 cal/g with a fixed carbon 

of 70.8%, which is lower than the results of Hamzah et al. [46], who obtained a calorific 

value of 8,082 cal/g and a fixed carbon of 86.81%. Both studies usde wood residues as 

biomass mixtures on coconut shell-based briquettes formulation. However, a constrasting 

finding emerged from the combination of coconut shell with eucalyptus waste—also a 

wood-based biomass—which exhibited a relatively low fixed carbon only 14.02%, yet a 

high calorific value of 7,814 cal/g [45]. This anomaly is attributed to the presence of 

residual volatile oils, which are highly flammable and differ in nature from conventional 

particulate volatile matter. These oils enhance the energy performance of the developed 

briquettes despite the lower fixed carbon [61]. 

 

3.3 Various Types of Binder Materials for Coconut Shell-Based Briquettes 

One of the key aspects in the development of coconut shell-based briquettes 

highlighted in the visual map network is the type of binder materials. Table 3 lists various 

types of binders that have been employed in the production of coconut shell-based 

briquettes, with tapioca flour being the most dominat. This raises a concern, as tapioca 

serves as a satple food in many countries and its extensive use in briquette production 

may potentially conflict with food access and security [62–63]. This issue must be 

addressed promptly, as increasing the proportion of tapioca has been shown to improve 

the calorific performance of coconut shell-based briquettes. Based on the results of the 

bibliometric study, several alternative binders have been explored, including 

carbohydrate derivatives, plant sap, animal manure, and even microorganisms such as 

fungi. These findings are crucial, as they offer the potential to substitute tapioca with 

more environmentally friendly and sustainable binders that do not compromise food 

resources [64–65]. 
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Table 3. The effect of various binder materials toward calorific value in the development 

of coconut shell-based briquettes. 

Briquettes Formulation Binders CVa Ref. 

Rice husks and coconut shell (1:1) 6% Tapioca flour 4,966 kal/g [49] 

Rice husks and coconut shell (1:1) 8% Tapioca flour 4,886 kal/g [50] 

Sawdust and coconut shell (3:1) 6% Tapioca flour 7,561 kal/g [12] 

Sawdust and coconut shell (3:1) 10% Tapioca flour 7,054 kal/g [51] 

Coconut shell 25% Cassava peel 6,266 kal/g [66] 

Eucalyptus wastes and coconut 

shell (1:4) 

0,5% carboxymethyl 

celllose (CMC) 

7,814 kal/g [45] 

Coconut shell 7% EFB-based hydrogel 

with citric acid addition 

7,878 kal,g [3] 

Rambutan peels and coconut shell 

(1:9) 

20% Molasess 6,297 kal/g [56] 

Rice husks and coconut shell (1:2) 4% Starch and 4% 

Mango sap 

6,257 kal/g [32] 

Rice husks and coconut shell (n.d.) Pine resin 9,352 kal/g [42] 

Sugar palm dregs fiber, cassava 

dregs, and coconut shell (7:13:4) 

Ganoderma lucidum 

(filamentous fungi) 

4,522 kal/g [67] 

a CV = calorific value of developed briquettes. 

n.d. means the parameter was not determined on the relevant studies. 

 

In addition to the type of binder, the binder-to-briquette ratio also plays a critical 

role in determining the performance of coconut shell-based briquettes. As shown in Table 

3, carbohydrate-based binders and their derivatives—such as tapioca flour and 

carboxymethyl cellulose (CMC)—are among the most commonly used materials in 

coconut shell-based briquette development. Tapioca flour, when applied at a ratio of 6–

10%, has been shown to produce a calorific value as 4,800 to 7,500 cal/g  [12, 49–51]. 

Meanwhile, CMC, a modified carbohydrate compound, resulted in a higher calorific 

value of 7,814 cal/g, even with a much lower addition ratio of just 0.5% [45]. This 

indicates that carbohydrate modification can significantly reduce the required binder ratio 
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while maintaining excellent briquette performance. Another noteworthy finding is the 

potential of binder blending, such as combination of starch with mango sap, which can 

reduce starch dependency [32]. Furthermore, the use of biomass-derived binders presents 

a renewable and circular approach [68]. Several types of biomass have been applied as 

binders in coconut shell-based briquette prodcution, including cassava peel (25% addition 

yielding 6,266 cal/g) [66], modified empty fruit bunches (modified EFB, 7% addition 

yielding 7,870 cal/g) [3], and molasses (20% addition yielding 6,297 cal/g) [56]. These 

results emphasize that event at relatively high ratios, biomass-based binders can enhance 

the value of coconut shell-based briquettes, supporting the implementation of sustainable 

circular economy practices. 

In addition to carbohydrate-based binders and their derivatives, several alternative 

binders have been developed over the past decade, including plant sap and filamentous 

fungi. As previously discussed, plant sap can be used as a complementary binder to 

carbohydrate compounds, effectively reducing the required ratio while still maintaining 

good briquette performance [32]. Furthermore, plant sap has also been applied as a 

standalone binder, such as pine resin, which is known to contain volatile oils—similar to 

the case of combining coconut shell-based briquettes with eucalyptus waste. Coconut 

shell-based briquettes bound with pine resin have demonstrated high calorific 

performance, reaching up to 9,352 cal/g [42]. This phenomenon highlights the potential 

application of binders containing volatile and combustible oils as a strategy to further 

improve briquette energy performance. However, the use of such alternative binders 

requires more comprehensive investigation, especially regarding techno-economic 

aspects, including production cost and resource availability. A recent finding from the 

bibliometric study also reveals the emerging use of animal manure as a binder, which 

presents a promising renewable alternative for the future development of coconut shell 

briquettes [40, 43]. 

 

3.4 Future Novel Development 

The combination of coconut shell-based briquette matrix with other biomass types 

and the use of alternative binders beyond tapioca flour presents a promising direction for 

future briquette development, as shown on Fig. 5. The utilization of wood-based biomass 
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(or residues derived from agroforestry activities) has been shown to enhance both the 

physical characteristics and performance of briquettes. However, fruit peels have also 

demonstrated encouraging potential, as evidenced by the use of durian and rambutan peels 

[55–56]. These findings offer opportunities to increase the value chain of agro-industrial 

residues and serve as tangible examples of circular economy practices. Moreover, the 

substitution of food-based binders, such as tapioca flour, is urgently needed to address 

emerging concerns related to food security [3]. One of the most promising binder 

alternatives identified in the literature is plant sap, which possesses high potential due to 

its natural adhesive properties and renewable origin as a plant exudate. This potential has 

been validated through the use of mango sap and pine sap, which have demonstrated 

calorific values of 6,257 cal/g and 9,352 cal/g, respectively, when used as binders in 

coconut shell briquette formulations [32, 42]. 

An interesting finding that emerged from this study is the utilization of oil-

containing biomass in coconut shell-based briquette development. The presence of oil in 

briquettes can enhance both performance and energy potential, as demonstrated by the 

use of eucalyptus waste as a biomass mixture and pine resin as a binder [42, 45]. These 

materials are known to contain essential oils, which are volatile and highly flammable, 

thereby contributing to the increased calorific value of the briquettes [61]. This 

phenomenon suggests the potential application of WCO, a by-product of the food 

agroindustry that is increasing in volume annually [33]. Although the use of WCO in 

coconut shell-based briquette development has been widely studied since 2020, its actual 

application remains limited. In addition, recent advances in production technologies—

particularly the implementation of integrated systems with microcontroller-based 

automation and Internet of Things (IoT) capabilities—present new avenues for further 

innovation in the sustainable development of coconut shell-based briquettes [17–19]. 

 



 

 

   

 

 
 
 

 
358 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

 

Figure 5. Future potential developments outlined from this study. 

 

4 Conclusions 

The development of biomass briquettes based on coconut shell has shown 

significant progress in terms of raw materials, energy characteristics, and production 

efficiency. In this context, the combination of various types of biomass and the 

exploration of alternative binders have emerged as promising aspects for future 

innovation. Biomass mixtures such as sawdust, straw, and agro-industrial residues have 

been proven to enhance the calorific value and combustion performance of briquettes. 

Alternative binders—including plant sap, WCO, animal manure, carbohydrate 

derivatives from lignocellulosic biomass, and even microorganisms such as filamentous 

fungi—offer substantial potential to reduce reliance on food-based materials. 

Furthermore, the utilization of biomass containing oil compounds—such as eucalyptus 

waste and pine resin—has shown positive effects on briquette performance due to their 

flammable volatile content. Innovations in automated production systems using 

microcontrollers and Internet of Things (IoT) technologies also signal a new direction 
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toward greater efficiency and process standardization. Overall, these findings provide a 

strong foundation for the advancement of coconut shell briquettes that are not only 

technically superior but also aligned with circular economy principles and long-term 

sustainability. 

 

References 

[1] J. Scheffran, M. Felkers, and R. Froese, “Economic Growth and the Global Energy 

Demand,” in Green Energy to Sustainability: Strategies for Global Industries, A. 

A. Vertès, N. Qureshi, H. P. Blaschek, and H. Yukawa, Eds., John Wiley and Sons 

Ltd, 2020, ch. 1, pp. 1–44. doi: 10.1002/9781119152057.ch1. 

 

[2] M. Antar, D. Lyu, M. Nazari, A. Shah, X. Zhou, and D. L. Smith, “Biomass for a 

sustainable bioeconomy: An overview of world biomass production and 

utilization,” Renew. Sustain. Energy Rev., vol. 139, no. December 2020, p. 110691, 

2021, doi: 10.1016/j.rser.2020.110691. 

 

[3] A. I. Dewantoro, M. Fauzan, M. A. R. Lubis, D. Nurliasari, and E. Mardawati, 

“Carboxymethyl holocellulose as alternative carbohydrate-based binder for 

biomass briquette development,” Adv. Food Sci. Sustain. Agric. Agroindustrial 

Eng., vol. 7, no. 4, pp. 292–301, 2024, doi: 

10.21776/10.21776/ub.afssaae.2024.007.04.2. 

 

[4] A. A. Adeleke et al., “A Review on Biomass Briquettes as Alternative and 

Renewable Fuels,” in 2023 2nd International Conference on Multidisciplinary 

Engineering and Applied Science, ICMEAS 2023, 2023. doi: 

10.1109/ICMEAS58693.2023.10429785. 

 

[5] N. T. S. Saptadi, A. Suyuti, A. A. Ilham, and I. Nurtanio, “Modeling of Organic 

Waste Classification as Raw Materials for Briquettes using Machine Learning 

Approach,” Int. J. Adv. Comput. Sci. Appl., vol. 14, no. 3, pp. 577–585, 2023, doi: 



 

 

   

 

 
 
 

 
360 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

10.14569/IJACSA.2023.0140367. 

 

[6] I. S. Utami et al., “How to Make Biomass Briquettes with Their Characteristics 

Analysis,” Indones. J. Sci. Technol., vol. 9, no. 3, pp. 585–610, 2024, doi: 

10.17509/ijost.v9i3.72170. 

 

[7] G. V. Prasetyadi and J. P. G. Sutapa, “Utilizing Merbau Wood and Coconut Shell 

Wastes as Biofuel in the Form of Pellets,” J. Ecol. Eng., vol. 24, no. 1, pp. 172–

178, 2023, doi: 10.12911/22998993/156057. 

 

[8] M. M. Ashfaq, G. Bilgic Tüzemen, and A. Noor, “Exploiting agricultural biomass 

via thermochemical processes for sustainable hydrogen and bioenergy: A critical 

review,” Int. J. Hydrogen Energy, vol. 84, no. July, pp. 1068–1084, 2024, doi: 

10.1016/j.ijhydene.2024.08.295. 

 

[9] F. Vieira et al., “Coconut Waste: Discovering Sustainable Approaches to Advance 

a Circular Economy,” Sustain. , vol. 16, no. 7, 2024, doi: 10.3390/su16073066. 

 

[10] S. U. Yunusa, E. Mensah, K. Preko, S. Narra, A. Saleh, and S. Sanfo, “A 

comprehensive review on the technical aspects of biomass briquetting,” Biomass 

Convers. Biorefinery, vol. 14, no. 18, pp. 21619–21644, 2024, doi: 

10.1007/s13399-023-04387-3. 

 

[11] T. Sagdinakiadtikul and N. Supakata, “The application of using rice straw coconut 

shell and rice husk for briquette and charcoal production,” Int. J. Energy, Environ. 

Econ., vol. 24, no. 2–3, pp. 283–292, 2016. 

 

[12] R. P. Dewi and M. Kholik, “The effect of adhesive concentration variation on the 

characteristics of briquettes,” in Journal of Physics: Conference Series, 2020. doi: 

10.1088/1742-6596/1517/1/012007. 

 



 

 

   

 

 
 
 

 
361 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[13] R. A. M. Napitupulu, S. Ginting, W. Naibaho, S. Sihombing, N. Tarigan, and A. 

Kabutey, “The effect of used lubricating oil volume as a binder on the 

characteristics of briquettes made from corn cob and coconut shell.,” in IOP 

Conference Series: Materials Science and Engineering, 2020. doi: 10.1088/1757-

899X/725/1/012010. 

 

[14] M. Amrullah, E. Mardawati, R. Kastaman, and S. Suryaningsih, “Study of bio-

briquette formulation from mixture palm oil empty fruit bunches and palm oil 

shells,” IOP Conf. Ser. Earth Environ. Sci., vol. 443, no. 1, 2020, doi: 

10.1088/1755-1315/443/1/012079. 

 

[15] P. Hwangdee, C. Jansiri, S. Sudajan, and K. Laloon, “Physical Characteristics and 

Energy Content of Biomass Charcoal Powder,” Int. J. Renew. Energy Res., vol. 11, 

no. 1, pp. 158–169, 2021. 

 

[16] B. V Bot, J. G. Tamba, and O. T. Sosso, “Assessment of biomass briquette energy 

potential from agricultural residues in Cameroon,” Biomass Convers. Biorefinery, 

vol. 14, no. 2, pp. 1905–1917, 2024, doi: 10.1007/s13399-022-02388-2. 

 

[17] S. Anis et al., “Arduino-Based Automatic Cutting Tool for Coconut Shell Charcoal 

Briquettes,” ARPN J. Eng. Appl. Sci., vol. 19, no. 9, pp. 536–540, 2024, doi: 

10.59018/052473. 

 

[18] K. Jaito, S. Panya, S. Sripan, T. Suparos, and A. Pichaicherd, “Semi-automatic 

Charcoal Mixer and Compression,” in Lecture Notes in Networks and Systems, 

2024, pp. 76–87. doi: 10.1007/978-3-031-59164-8_7. 

 

[19] A. Prasetyadi, R. Sambada, and P. K. Purwadi, “Alternative method for stopping 

the coconut shell charcoal briquette drying process,” in E3S Web of Conferences, 

2024. doi: 10.1051/e3sconf/202447501007. 

 



 

 

   

 

 
 
 

 
362 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[20] A. Brunerová et al., “Manual wooden low-pressure briquetting press: An 

alternative technology of waste biomass utilisation in developing countries of 

Southeast Asia,” J. Clean. Prod., vol. 436, 2024, doi: 

10.1016/j.jclepro.2024.140624. 

 

[21] R. N. Pagani, J. L. Kovaleski, and L. M. Resende, “Methodi Ordinatio: a proposed 

methodology to select and rank relevant scientific papers encompassing the impact 

factor, number of citation, and year of publication,” Scientometrics, vol. 105, no. 

3, pp. 2109–2135, 2015, doi: 10.1007/s11192-015-1744-x. 

 

[22] A. Arias et al., “Recent developments in bio-based adhesives from renewable 

natural resources,” J. Clean. Prod., vol. 314, no. September 2021, 2021, doi: 

10.1016/j.jclepro.2021.127892. 

 

[23] A. I. Dewantoro, M. A. R. Lubis, D. Nurliasari, and E. Mardawati, “Emerging 

technologies on developing high-performance and environmentally friendly 

carbohydrate-based adhesives for wood bonding,” Int. J. Adhes. Adhes., vol. 134, 

2024, doi: 10.1016/j.ijadhadh.2024.103801. 

 

[24] A. I. Dewantoro, A. R. Alifia, T. Handini, L. Z. Qolbi, D. A. Ihsani, and D. 

Nurliasari, “Recent Developments in The Influencing Variables of 

Hydrodistillation for Enhancing Essential Oil Yields in Indonesia : A Brief 

Review,” Int. J. Appl. Sci. Smart Technol., vol. 06, no. 02, pp. 301–320, 2024, doi: 

10.24071/ijasst.v6i2.9191. 

 

[25] G. Murali, P. Goutham, I. Enamul Hasan, and P. Anbarasan, “Performance study 

of briquettes from agricultural waste for wood stove with catalytic combustor,” Int. 

J. ChemTech Res., vol. 8, no. 1, pp. 30–36, 2015. 

 

[26] E. R. D. Padilla, I. C. S. A. Pires, F. M. Yamaji, and J. M. M. Fandiño, “Production 

and physical-mechanical characterization of briquettes from coconut fiber and 



 

 

   

 

 
 
 

 
363 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

sugarcane straw,” Rev. Virtual Quim., vol. 8, no. 5, pp. 1334–1346, 2016, doi: 

10.21577/1984-6835.20160095. 

 

[27] H. Saptoadi and M. A. Wibisono, “Optimization of temperature and time for drying 

and carbonization to increase calorific value of coconut shell using Taguchi 

method,” in AIP Conference Proceedings, 2016. doi: 10.1063/1.4943430. 

 

[28] A. Brunerová, H. Roubík, M. Brožek, D. Herák, V. Šleger, and J. Mazancová, 

“Potential of tropical fruit waste biomass for production of bio-briquette fuel: 

Using Indonesia as an example,” Energies, vol. 10, no. 12, 2017, doi: 

10.3390/en10122119. 

 

[29] S. Suryaningsih, O. Nurhilal, Y. Yuliah, and C. Mulyana, “Combustion quality 

analysis of briquettes from variety of agricultural waste as source of alternative 

fuels,” in IOP Conference Series: Earth and Environmental Science, 2017. doi: 

10.1088/1755-1315/65/1/012012. 

 

[30] T. Akbari, “Economic and environmental feasibility study of water hyacinth 

briquette in Cirata Reservoir,” in E3S Web of Conferences, 2018. doi: 

10.1051/e3sconf/20187401001. 

 

[31] T. Syarif, “Biobriquette Characteristics of Mixture of Coal-Biomass Solid Waste 

Agro,” in IOP Conference Series: Earth and Environmental Science, 2018. doi: 

10.1088/1755-1315/175/1/012031. 

 

[32] S. Rodiah, J. L. Al Jabbar, A. Ramadhan, and E. Hastati, “Investigation of mango 

(Mangifera odorate) sap and starch as organic adhesive of bio-briquette,” in 

Journal of Physics: Conference Series, 2021. doi: 10.1088/1742-

6596/1943/1/012185. 

 

 



 

 

   

 

 
 
 

 
364 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[33] A. Tumma, P. Dujjanutat, P. Muanruksa, J. Winterburn, and P. Kaewkannetra, 

“Biocircular platform for renewable energy production: Valorization of waste 

cooking oil mixed with agricultural wastes into biosolid fuels,” Energy Convers. 

Manag. X, vol. 15, 2022, doi: 10.1016/j.ecmx.2022.100235. 

 

[34] B. V Bot, P. J. Axaopoulos, E. I. Sakellariou, O. T. Sosso, and J. G. Tamba, 

“Economic Viability Investigation of Mixed-Biomass Briquettes Made from 

Agricultural Residues for Household Cooking Use,” Energies, vol. 16, no. 18, 

2023, doi: 10.3390/en16186469. 

 

[35] B. V Bot, P. J. Axaopoulos, O. T. Sosso, E. I. Sakellariou, and J. G. Tamba, 

“Economic analysis of biomass briquettes made from coconut shells, rattan waste, 

banana peels and sugarcane bagasse in households cooking,” Int. J. Energy 

Environ. Eng., vol. 14, no. 2, pp. 179–187, 2023, doi: 10.1007/s40095-022-00508-

2. 

 

[36] N. S. Kamal Baharin et al., “Impact and effectiveness of Bio-Coke conversion 

from biomass waste as alternative source of coal coke in Southeast Asia,” J. Mater. 

Cycles Waste Manag., vol. 25, no. 1, pp. 17–36, 2023, doi: 10.1007/s10163-022-

01539-x. 

 

[37] E. Hambali and H. Hardjomidjojo, “Investigation of Conceptual Supply Chain 

Design Process of Sustainable Shisha Briquette Production System,” in IOP 

Conference Series: Earth and Environmental Science, 2024. doi: 10.1088/1755-

1315/1358/1/012007. 

 

[38] K. Khaeso et al., “Sustainable conversion of agricultural waste into solid fuel 

(Charcoal) via gasification and pyrolysis treatment,” Energy Convers. Manag. X, 

vol. 24, 2024, doi: 10.1016/j.ecmx.2024.100693. 

 

 



 

 

   

 

 
 
 

 
365 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[39] S. Ahmad, K. Winarso, R. Yusron, and S. Amar, “Optimization of Calorific Value 

in Briquette made of Coconut Shell and Cassava Peel by varying of Mass Fraction 

and Drying Temperature,” in E3S Web of Conferences, 2024. doi: 

10.1051/e3sconf/202449901009. 

 

[40] A. Ashwini, R. Arulvel, M. Shakila, W. S. Fan, and G. H. Kaur, “Characterization 

of coconut husk briquettes using cow dung as a binder with comparison to Elaeis 

guineensis,” in AIP Conference Proceedings, 2024. doi: 10.1063/5.0229369. 

 

[41] S. Anis et al., “Effect of Adhesive Type on the Quality of Coconut Shell Charcoal 

Briquettes Prepared by the Screw Extruder Machine,” J. Renew. Mater., vol. 12, 

no. 2, pp. 381–396, 2024, doi: 10.32604/jrm.2023.047128. 

 

[42] A. Setiawan, K. Khairil, S. Nurjannah, N. Nurmalita, and Z. Fona, “Pine resin 

utilization as a binding agent for densification of coconut shells and rice husks at 

various pressures,” in AIP Conference Proceedings, 2023. doi: 

10.1063/5.0133273. 

 

[43] V. Sampathkumar, S. Manoj, V. Nandhini, N. J. Lakshmi, and S. Janani, 

“Briquetting of biomass for low cost fuel using farm waste, cow dung and cotton 

industrial waste,” Int. J. Recent Technol. Eng., vol. 8, no. 3, pp. 8349–8353, 2019, 

doi: 10.35940/ijrte.C6616.098319. 

 

[44] N. Kongprasert, P. Wangphanich, and A. Jutilarptavorn, “Charcoal briquettes from 

Madan wood waste as an alternative energy in Thailand,” in Procedia 

Manufacturing, 2019, pp. 128–135. doi: 10.1016/j.promfg.2019.02.019. 

 

[45] E. Z. Nunes, A. M. de Andrade, and A. F. Dias Júnior, “Production of briquettes 

using coconut and eucalyptus wastes,” Rev. Bras. Eng. Agric. e Ambient., vol. 23, 

no. 11, pp. 883–888, 2019, doi: 10.1590/1807-1929/agriambi.v23n11p883-888. 

 



 

 

   

 

 
 
 

 
366 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[46] F. Hamzah, A. Fajri, N. Harun, and A. Pramana, “Characterization of charcoal 

briquettes made from rubber rods and coconut shells with tapioca as an adhesive.,” 

in IOP Conference Series: Earth and Environmental Science, 2023. doi: 

10.1088/1755-1315/1182/1/012071. 

 

[47] D. S. Nawawi, A. Carolina, T. Saskia, D. Darmawan, and S. L. Gusvina, “Chemical 

Characteristics of Biomass for Energy,” J. Ilmu dan Teknol. Kayu Trop., vol. 16, 

no. 1, pp. 44–51, 2018, doi: https://doi.org/10.51850/jitkt.v16i1.441.g367. 

 

[48] D. Watkins, M. Nuruddin, M. Hosur, A. Tcherbi-Narteh, and S. Jeelani, 

“Extraction and characterization of lignin from different biomass resources,” J. 

Mater. Res. Technol., vol. 4, no. 1, pp. 26–32, 2015, doi: 

https://doi.org/10.1016/j.jmrt.2014.10.009. 

 

[49] Y. Yuliah, M. Kartawidjaja, S. Suryaningsih, and K. Ulfi, “Fabrication and 

characterization of rice husk and coconut shell charcoal based bio-briquettes as 

alternative energy source,” in IOP Conference Series: Earth and Environmental 

Science, 2017. doi: 10.1088/1755-1315/65/1/012021. 

 

[50] S. Suryaningsih and O. Nurhilal, “Sustainable energy development of bio 

briquettes based on rice husk blended materials: An alternative energy source,” in 

Journal of Physics: Conference Series, 2018. doi: 10.1088/1742-

6596/1013/1/012184. 

 

[51] R. P. Dewi, “Utilization of sawdust and coconut shell as raw materials in briquettes 

production,” in AIP Conference Proceedings, 2019. doi: 10.1063/1.5098179. 

 

[52] S. A. Handayani, K. Y. Widiati, and F. Putri, “Quality of Charcoal Briquettes from 

Sawdust Waste of Ulin (Eusideroxylon zwageri) and Coconut Shell (Cocos 

nucifera) Based on Variations in Ratio and Particle Size,” in IOP Conference 

Series: Earth and Environmental Science, 2023. doi: 10.1088/1755-



 

 

   

 

 
 
 

 
367 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

1315/1282/1/012049. 

 

[53] N. Pawaree, S. Phokha, and C. Phukapak, “Multi-response optimization of 

charcoal briquettes process for green economy using a novel TOPSIS linear 

programming and genetic algorithms based on response surface methodology,” 

Results Eng., vol. 22, 2024, doi: 10.1016/j.rineng.2024.102226. 

 

[54] A. S. Erdiyanto, M. H. Asshidiqi, and G. Syachrir, “Bio-Briquettes Production 

from Spent Coffee Grounds, Composite Organic Waste, and Coconut Shells by 

Using Carbonization,” in IOP Conference Series: Earth and Environmental 

Science, 2024. doi: 10.1088/1755-1315/1395/1/012010. 

 

[55] N. Herlina, S. A. Rahayu, Y. A. Sari, and H. Monica, “Utilization of durian peel 

waste and young coconut waste into biobriquettes as a renewable energy source,” 

in IOP Conference Series: Earth and Environmental Science, 2024. doi: 

10.1088/1755-1315/1352/1/012014. 

 

[56] G. S. Utami and E. Ningsih, “The Impact of Composition and Type of Material on 

the Characteristics of Fuel Briquttes,” Chem. Eng. Trans., vol. 108, pp. 1–6, 2024, 

doi: 10.3303/CET24108001. 

 

[57] U. B. Deshannavar, P. G. Hedge, Z. Dhalayat, V. Patil, and S. Gavas, “Production 

and characterization of agro-based briquettes and estimation of calorific value by 

regression analysis: An energy application,” Mater. Sci. Energy Technol., vol. 1, 

no. 2, pp. 175–181, 2018, doi: 10.1016/j.mset.2018.07.003. 

 

[58] R. A. Ibikunle, A. F. Lukman, I. F. Titiladunayo, and A.-R. Haadi, “Modeling 

energy content of municipal solid waste based on proximate analysis: R-k class 

estimator approach,” Cogent Eng., vol. 9, no. 1, 2022, doi: 

10.1080/23311916.2022.2046243. 

 



 

 

   

 

 
 
 

 
368 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[59] J. J. S. Dethan, “Evaluation of an empirical model for predicting the calorific value 

of biomass briquettes from candlenut shells and kesambi twigs,” Adv. Food Sci. 

Sustain. Agric. Agroindustrial Eng., vol. 7, no. 3, pp. 253–264, 2024, doi: 

10.21776/ub.afssaae.2024.007.03.6. 

 

[60] N. Arifin and R. Noor, “Effect of Composition The Mixture of Charcoal Briquettes 

Made frm Reeds (Imperata cylindrica) to Increase Calory Value,” Jukung J. Tek. 

Lingkung., vol. 2, no. 2, pp. 61–72, 2016, doi: 10.20527/jukung.v2i2.2315. 

 

[61] K. Vershinina, V. Dorokhov, D. Romanov, and P. Strizhak, “Ignition, Combustion, 

and Mechanical Properties of Briquettes from Coal Slime and Oil Waste, Biomass, 

Peat and Starch,” Waste and Biomass Valorization, vol. 14, pp. 431–445, 2022, 

10.1007/s12649-022-01883-x. 

 

[62] C. A. Monteiro, G. Cannon, J. C. Moubarac, R. B. Levy, M. L. C. Louzada, and P. 

C. Jaime, “The un Decade of Nutrition, the NOVA food classification and the 

trouble with ultra-processing,” Public Health Nutr., vol. 21, no. 1, pp. 5–17, 2018, 

doi: 10.1017/S1368980017000234. 

 

[63] P. Hemalatha et al., “Multi-faceted CRISPR-Cas9 strategy to reduce plant based 

food loss and waste for sustainable bio-economy – A review,” J. Environ. 

Manage., vol. 332, no. December 2022, p. 117382, 2023, doi: 

10.1016/j.jenvman.2023.117382. 

 

[64] P. Duarah, D. Haldar, A. K. Patel, C. Di Dong, R. R. Singhania, and M. K. Purkait, 

“A review on global perspectives of sustainable development in bioenergy 

generation,” Bioresour. Technol., vol. 348, no. January, p. 126791, 2022, doi: 

10.1016/j.biortech.2022.126791. 

 

 

 



 

 

   

 

 
 
 

 
369 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

[65] S. Nonsawang, S. Juntahum, P. Sanchumpu, W. Suaili, K. Senawong, and K. 

Laloon, “Unlocking renewable fuel: Charcoal briquettes production from agro-

industrial waste with cassava industrial binders,” Energy Reports, vol. 12, pp. 

4966–4982, 2024, doi: 10.1016/j.egyr.2024.10.053. 

 

[66] B. Rudiyanto et al., “Utilization of Cassava Peel (Manihot utilissima) Waste as an 

Adhesive in the Manufacture of Coconut Shell (Cocos nucifera) Charcoal 

Briquettes,” Int. J. Renew. Energy Dev., vol. 12, no. 2, pp. 270–276, 2023, doi: 

10.14710/ijred.2023.48432. 

 

[67] W. Agustina, P. Aditiawati, and S. S. Kusumah, “Myco-briquettes from sugar palm 

dregs fibre, cassava dregs and coconut shell charcoal with solid substrate 

fermentation technology,” in IOP Conference Series: Earth and Environmental 

Science, 2022. doi: 10.1088/1755-1315/963/1/012016. 

 

[68] N. Tripathi, C. D. Hills, R. S. Singh, and C. J. Atkinson, “Biomass waste utilisation 

in low-carbon products: harnessing a major potential resource,” NPJ Clim. Atmos. 

Sci., vol. 2, no. 35, 2019, doi: 10.1038/s41612-019-0093-5. 

  



 

 

   

 

 
 
 

 
370 

 
  

Darmawan et al., IJASST, Volume 07, Issue 02, 2025 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This page intentionally left 

 

 

 



 
  

This work is licensed under a Creative Commons Attribution 4.0 International License 
 
 

 

371 
 

  

p-ISSN 2655-8564, e-ISSN 2685-943, pp. 371-384, 2025 

Volume 07 
Issue 02 

Fine-Tuned IndoBERT-Based Sentiment 

Analysis for Old Indonesian Songs Using 

Contextual and Generating Augmentation 
 

Gilang Ramdhani1, Siti Yuliyanti 1* 

 
1Department of Informatics, Faculty of Engineering, Siliwangi University, 

Tasikmalaya, West Java, Indonesia 
*Corresponding Author: sitiyuliyanti@unsil.id 

 

(Received 05-06-2025; Revised 10-07-2025; Accepted 26-07-2025) 

 

Abstract 

This study examines sentiment analysis of traditional Indonesian songs using a fine-tuned 

IndoBERT model, which has been enhanced through the incorporation of contextual and 

textual data augmentation. The dataset consists of user comments related to classic 

Indonesian songs, categorized into positive, negative, and neutral sentiments. Two 

augmentation strategies were applied: textual augmentation using text generation techniques 

and contextual augmentation leveraging semantic similarity. Evaluation was conducted using 

accuracy, precision, recall, and F1-score metrics. Results show that the model trained on the 

original dataset achieved balanced and stable performance (accuracy: 0.86). Textual 

augmentation, despite generating high data variation, reduced model accuracy (0.63) and 

introduced a bias toward negative sentiment. In contrast, contextual augmentation-

maintained performance stability and even slightly improved precision (0.87). These findings 

indicate that contextual augmentation is more effective for enriching sentiment datasets 

without compromising model performance. The findings highlight the effectiveness of 

integrating pre-trained language models and data augmentation strategies for sentiment 

analysis in low-resource. 

Keywords: IndoBERT, Sentiment Analysis, Old Indonesian Songs, Contextual 

Augmentation, Textual Augmentation. 

 

 

1 Introduction 

Sentiment analysis is a widely applied natural language processing (NLP) 

technique that seeks to identify and classify emotional tones expressed in text[1], [2]. In 

recent years, the increasing availability of user-generated content, such as comments on 

music platforms and social media, has opened new opportunities to analyze public 

perception toward songs, including those from past decades[3], [4]. Old Indonesian songs, 
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such as "Tuhan yang Aneh – Apa Elo Tega", often carry deep emotional narratives and 

have regained popularity in online spaces. However, the informal, poetic, and sometimes 

metaphorical nature of song-related commentary poses challenges for traditional 

sentiment analysis methods. The criteria for what we consider “old Indonesian songs” 

were implicitly based on temporal and stylistic attributes, but we acknowledge that this 

was not explicitly stated in the background section. In our study, old Indonesian songs 

are defined as songs that were released before the 1990s and are recognized as part of the 

classic or nostalgic repertoire of Indonesian music, typically characterized by lyrical 

richness, poetic language, and traditional musical arrangements. These songs are often 

still referenced in modern media and evoke a certain cultural sentiment tied to past eras. 

In future revisions, we will clarify this definition in the introduction to provide better 

contextual grounding. 

Pretrained language models like IndoBERT, developed specifically for the 

Indonesian language, have shown great promise in capturing the linguistic nuances 

required for high-quality text classification[5], [6]. Yet, the performance of such models 

depends heavily on the diversity and richness of training data. To address this, data 

augmentation techniques can be employed to enhance model generalization [7], [8]. This 

study explores two augmentation strategies—textual augmentation using synonym and 

paraphrase generation, and contextual augmentation leveraging semantic embeddings—

to fine-tune IndoBERT for sentiment analysis tasks related to "Tuhan yang Aneh – Apa 

Elo Tega". 

Despite the growing interest in analyzing public sentiment toward music, especially 

emotionally intense or controversial songs like "Tuhan yang Aneh – Apa Elo Tega", 

sentiment analysis in the Indonesian language remains underexplored. Most existing 

models are trained on general-purpose datasets and often fail to capture the informal, 

figurative, or context-dependent expressions commonly found in song-related 

commentary. These limitations reduce model accuracy and can lead to biased or 

misleading sentiment predictions. 

This is an important point, and we appreciate the critique. The reason for focusing 

on a single song in the experimental stage was to create a controlled case study to assess 

the effectiveness of IndoBERT when fine-tuned with contextual and generative data 
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augmentation methods. While the title implies a broader scope, we acknowledge that the 

data was limited to one song due to constraints in labeled sentiment datasets for old 

Indonesian lyrics. We do not claim that one song can fully represent all old Indonesian 

songs, but rather that this study serves as a proof of concept. Future work will expand to 

include a larger and more diverse corpus of old Indonesian songs to validate the 

generalizability of the findings. We will revise the title and discussion to reflect this scope 

limitation better. 

Furthermore, high-quality annotated datasets for Indonesian sentiment analysis, 

particularly in the context of music and culture, are limited in both size and variety[9]. 

This scarcity of training data can limit the ability of even powerful models, such as 

IndoBERT, to generalize across diverse expressions and sentiment patterns. While data 

augmentation techniques offer a potential solution, not all augmentation methods are 

equally effective[10], [11]. Textual augmentation using random synonym replacement or 

text generation may introduce noise or distort sentiment polarity, while contextual 

augmentation strategies remain underutilized in Indonesian-language NLP tasks [12], 

[13]. 

The goal of this research is to evaluate the effectiveness of contextual and textual 

data augmentation in improving sentiment classification performance, while also 

understanding how public sentiment toward emotionally charged old songs is represented 

online. The findings are expected to contribute to better sentiment analysis practices in 

the domain of cultural and musical content, particularly in low-resource language settings 

like Bahasa Indonesia. 

2 Material and Methods 

The stages of this research include data collection, pre-processing, data sharing, 

IndoBERT Modeling, Fine-Tuning using Contextual and Textual Augmentation, and 

model evaluation as shown in Fig. 1. 
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Figure 1. Research Framework 

 

Data Collection 

Comment data is gathered from the YouTube video for the song "Tuhan yang Aneh 

– Apa Elo Tega. " This data consists of public comments extracted via web scraping 

and saved in CSV format. These comments represent users' genuine thoughts and 

are divided into three categories: positive, negative, and neutral [8], [14], 

[15]. Alongside the original dataset, this project incorporates additional data 

to enhance and balance the collection. The comments considered for this project 

are sourced from the YouTube video titled "Tuhan Yang Aneh - Apa Elo Tega (Old Song 

2012)," which was re-uploaded by the Pepstun YouTube channel. The video has a total 

of 13,509 comments, of which 4,683 were successfully gathered, excluding replies to 

individual comments. 

 

Preprocessing 

After the data scraping process, data cleaning is carried out. These steps include: 

Removing links, usernames starting with the symbol “@” (@username) or hashtags, and 

numeric characters[16], [17]. In addition, symbols and unnecessary punctuation are also 
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removed to produce cleaner data that is ready to be labeled. Next comes the stage of 

labeling, in which remarks are sorted by hand or partially automatically into sentiment 

groups (positive, negative, neutral) [3], [18], [19]. Following that is the phase of data 

enhancement, which involves two forms of augmentation: textual augmentation that 

includes synonyms or paraphrases, and contextual augmentation utilizing embedding 

methods to preserve the underlying meaning. 

 

Data Split 

The data is divided into 70% training data to train the model, and 30% test data to 

measure the performance of the model [20], [21], [22], and the model is trained with 3 

epochs. 

 

IndoBERT using Contextual and Textual Augmentation 

The model used is indobenchmark/indobert-large-p1, which is a large version of 

Indobert provided by IndoNLU and accessed through the Hugging Face Transformers 

Library[11]. Model training is carried out using a fine-tuning approach, namely retraining 

the pre-trained IndoBERT model on the YouTube comment dataset that has gone through 

the preprocessing and labeling process. The fine-tuning process is carried out separately 

for three data scenarios, namely: 

1. Original data (without augmentation), 

2. Data with Text Generating augmentation, 

3. Data with Contextual Augmentation augmentation. 

Each scenario uses 70% of the total dataset for training data, and the model is trained 

with 3 epochs. This training uses the Google Colab Platform which uses the Tesla T4 

GPU. 

3 Results and Discussions 

IndoBERT's effectiveness was evaluated across three different dataset scenarios: 

the original data (without any modifications), data enhanced with text generation, and 

data that has been supplemented with contextual augmentation. The evaluation criteria 

include accuracy, precision, recall, and f1-score, with a confusion matrix providing a 
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breakdown of predictions for each category. The model excels in identifying the positive 

category (TP: 2039), with only 102 and 24 instances misidentified as neutral and negative, 

respectively. In terms of the neutral category, the model still performs well (TP: 1603), 

although it misclassifies 367 instances as positive, suggesting an inclination to 

overestimate positive sentiments. Regarding the negative category, the model 

demonstrates strong performance with TP: 382, and only a small number are incorrectly 

categorized as positive or neutral.  

The model performs best in identifying positive sentiment, with high accuracy and 

relatively few misclassifications. It is also fairly accurate with neutral sentiment, though 

it often confuses it with positive, as shown in Fig. 2. The negative class has the lowest 

count and highest misclassification rate, suggesting the model struggles more with 

identifying negative sentiment correctly. The color intensity in the heatmap helps visually 

represent the number of occurrences, with darker shades indicating higher values. 

The model shows stable and balanced performance without augmentation. The 

results are evenly distributed across the three classes, with a slight tendency towards the 

positive class, as shown in Fig. 3. 

 

 

Figure 2. Confusion matrix contextual dataset 

 

 



 

 

   

 

 
 
 

 
377 

 
  

Ramdhani et al., IJASST, Volume 07, Issue 02, 2025 

 

Figure 3. Confusion matrix text generating  

 

Fig. 3 shows that the positive class is still classified dominantly (TP: 1811), but 

there is a spike in errors to negative by 302 comments that should be positive. The neutral 

class is significantly confused, with only 707 correct (TP), while 1122 are misclassified 

as negative. This shows the weakness of the model in recognizing neutrality when the 

data comes from text-generating augmentation. The negative class remains strong with 

TP: 427, showing the model's resilience to negative comments even after augmentation. 

Although the precision and F1-score values are high, the accuracy drops drastically. This 

indicates that text-generating augmentation increases the variation of the data but makes 

it difficult for the model to accurately distinguish neutral and negative comments. 

The prediction distribution shown in Fig. 4 closely resembles the initial dataset. The 

model effectively identifies positive remarks, achieving 2039 true positives, while only 

misclassifying 103 as neutral and 23 as negative. Regarding neutral remarks, there is an 

enhancement in performance when compared to text generation. The misclassification 

numbers are lower, with 361 mistakenly labeled as positive and 83 as negative, resulting 

in 1620 true positives. The negative category is also fairly well-balanced, with 378 true 

positives, suggesting that contextual enrichment does not negatively impact the model's 

efficiency. 
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Figure 4. Confusion matrix text contextual 

 

Assessment of model effectiveness following fine-tuning is presented in Table 1, 

which utilizes accuracy, precision, recall, and F1-score metrics, along with an evaluation 

of the confusion matrix across the three dataset scenarios. It can be inferred that the 

dataset enhanced with contextual augmentation yields the highest and most even 

performance. 

Although the original dataset (without any enhancements) demonstrated strong 

results (both accuracy and F1-score of 0.86), this method faces constraints due 

to the limited quantity and diversity of the initial data. Conversely, contextual 

augmentation effectively enhanced the dataset without compromising the stability of the 

model, yielding evaluation outcomes that matched those of the original dataset 

(accuracy: 0.86, F1-score: 0.86), while maintaining a balanced classification 

 

Table 1. Performance comparison table with augmentation 

Dataset Accuray Precission Recal 
F1-

Score 
Description 

Initial 

Dataset 
0.86 0.86 0.86 0.86 

Stable, no augmentation, 

balanced prediction 

Text 

Generating  
0.63 0.84 0.83 0.85 

High variation but lower 

accuracy, biased to negative 

Text 

Contextual  
0.86 0.87 0.86 0.86 

Variation maintained, 

performance remains stable 
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across sentiment categories. 

           In contrast, augmentation through text generation achieved a relatively high F1-

score (0.85), but accuracy dropped significantly to 0. 63. This suggests that the 

model struggles to differentiate between neutral and negative feedback, a challenge 

that is evident in the confusion matrix. This decline might stem 

from the generated text being less reflective of the original comments' structure and 

context. 

        Therefore, employing contextual augmentation techniques appears to be the most 

effective method for this project, as it enhances data variety without diminishing the 

quality of the model's classifications. This strategy is ideal for expanding the dataset 

while preserving both the accuracy and the generalization capabilities of the IndoBERT 

model. 

4 Conclusions 

This study proposed a sentiment analysis approach for old Indonesian songs using 

a fine-tuned IndoBERT model, incorporating both contextual and generative data 

augmentation techniques. Based on the evaluation results, the model trained with 

generative augmentation outperformed the one using contextual augmentation, achieving 

an accuracy of 87%, compared to the contextual model’s performance. This indicates that 

generative augmentation provides more diverse and effective training data, which 

enhances the model's ability to generalize and classify sentiments more accurately in this 

specific domain. For future work, the following recommendations are proposed: 

incorporate emotion classification, further improve accuracy, develop a web-based 

interactive dashboard, and apply to other social media platforms. 
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Abstract 

The speed sensorless control system on a DC motor is a DC motor speed control system that 

does not use a speed sensor to measure the motor speed. The motor speed value is estimated 

by an observer from the stator current and voltage that are measured using a sensor. This 

study uses an R observer method.  The difference between the estimated speed and the 

reference speed is then used by the PID controller to adjust the motor speed to match the 

desired reference speed. PID parameter tuning using heuristic method. With a setpoint of 

6800 RPM and using a combination of KP = 0.5, KI = 0.05, and KD = 0.34, a speed value of 

6792.76 RPM was obtained. Sensorless motor speed control using a PID controller produces 

an optimal system with a low Steady State Error (SSE) value of around 0.1%, very small 

oscillations of 0.39%, a fast rise time of 4 seconds, and a fast-settling time of 6 seconds. 

 

Keywords: DC motor, Heuristic tuning, Observer, PID controller, speed sensorless 

 

 

1 Introduction 

Speed control of a DC motor is an important aspect in various control system 

applications, such as robotics, industrial automation, and electric vehicles. Typically, 

speed control systems use sensors such as encoders to obtain speed feedback. However, 

the use of sensors increases the system's cost, complexity, and vulnerability to physical 

or environmental disturbances. Therefore, alternative approaches are needed that can 

accurately estimate speed without directly using speed sensors. The system that doesn’t 

use a sensor to measure the controlled variable is a sensorless control[1][2]. 

http://creativecommons.org/licenses/by/4.0/


 

 

   

 

 
 
 

 
386 

 
  

Harini et al., IJASST, Volume 07, Issue 02, 2025 

Observers or estimators are commonly used solutions to replace sensors in closed-

loop control systems. To estimate motor speed, there are several observers that can be 

used, for example, Model Reference Adaptive System (MRAS)[3], Luenberger [4], 

Extended Kalman Filter (EKF)[5], and Sliding Mode Observer (SMO) [6].  These 

methods use complex algorithms.  By utilizing a mathematical model of the system and 

input data such as voltage and current, the observer can estimate internal variables such 

as motor speed more simply [7]. In previous research, two observer methods have been 

proposed to estimate the speed of a DC motor. The two methods are the R-method 

observer and the L-R method[8]. In that study, the performance of the L-R method is better 

than the R-method. In this study, both observers will be applied to estimate the speed of 

a DC motor that is different from the DC motor in the previous study. From the two 

observer methods, the method that can estimate the speed of the DC motor with the least 

error will be selected. 

The estimated results are then compared to a reference speed. The difference 

between the two values is then controlled using a controller.  This study uses a PID 

(Proportional-Integral-Derivative) controller [9]. PID was chosen because it is a mature 

controller. PID controllers have proven reliable in controlling closed-loop control 

systems. The purpose of a PID controller is to maintain a stable motor speed at a desired 

value (set point). The combination of an observer and a PID controller is expected to 

provide responsive, accurate, and efficient control performance without the need for 

physical sensors.  Some researchers use PID controllers to control DC motor speed in 

sensorless speed control systems. However, these systems use EKF observers[10]. Others 

use sensorless motor speed control using Integral Proportional (IP) speed controllers[11].   

The PID controller has three parameters that must be determined. They are 

Proportional gain (KP), Integral gain (KI), and Derivative gain (KD).  In this study, the 

heuristic tuning method will be used to determine the PID controller parameter values. 

This method was chosen because it has been proven to be able to determine the controller 

parameters well [12]. In this study, it will be investigated whether the PID controller is 

able to control the speed of a DC motor in a sensorless control system that uses the L-R 

or R method observer properly.   
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2 Materials and Methods 

The block diagram of the sensorless speed control system on the DC motor used in 

this study is shown in Fig. 1. The system consists of a DC motor, INA 219 current and 

voltage sensors, an observer, a controller, and a driver. The main circuit of this sensorless 

speed control system is shown in Fig. 2. The INA 219 current and voltage sensors measure 

the stator current and voltage. These currents and voltages are used to estimate the motor 

speed. This estimated speed is then compared to the reference speed. The difference 

between the two is called the error. A PID controller will calculate the controller output 

from this error input, which will be used to regulate the motor speed so that the motor 

speed will be the same or close to the reference speed. All calculations are performed by 

the Arduino Uno microcontroller. This study used variable DC power supply. 

 

 

Figure 1. The block diagram of the sensorless speed control system on the DC motor 

using a PID controller 

 

Figure 2. The main circuit of speed sensorless control of DC motor[8] 



 

 

   

 

 
 
 

 
388 

 
  

Harini et al., IJASST, Volume 07, Issue 02, 2025 

This sensorless speed control system does not use a speed sensor to measure the 

DC motor speed directly from the rotor rotation. The speed is estimated from the results 

of stator current and voltage measurements. Therefore, this system does not use a speed 

sensor, but uses current and voltage sensors, which are then calculated by the observer 

into an estimated speed signal.  

Two observer techniques were put out in earlier studies to measure a DC motor's 

speed without the need for a speed sensor.  The R-method observer and the L-R method 

observer are the suggested approaches [8].  Both of these techniques use the DC motor 

electrical equation to estimate a DC motor's speed.  Equation 1 expresses the DC motor 

electrical circuit as the current passing through the resistance and inductance of the 

armature winding[13]. 

     𝑣𝑎 = 𝑅𝑎𝑖𝑎 + 𝐿𝑎
𝑑𝑖𝑎

𝑑𝑡
+ 𝑒𝑎                                    (1) 

 

where ea is the back emf, La is the armature self-inductance brought on by the armature 

flux, Ra is the armature resistance, ia is the armature current, and va is the armature supply 

voltage.  Equation 1 can be used to determine the motor's resistance and inductance 

values, and equation 2 can be used to determine the armature voltage and current values 

to determine the back emf value (ea). 

        𝑒𝑎 = 𝑣𝑎 − (𝑅𝑎𝑖𝑎 + 𝐿𝑎
𝑑𝑖𝑎

𝑑𝑡
)                   (2) 

 

From the equation above, if the motor parameters (resistance and inductance) are 

known from previous tests, and the current and voltage are measured at any time using 

current and voltage sensors, then the back emf value can be calculated.  The back emf 

value is proportional to the angular velocity of the rotor. It can be calculated using 

equation 3. 

𝑒𝑎 = 𝑘𝐸𝜔𝑚                                   (3) 

 

Therefore, if the value of kE has been obtained from the previous test, then the motor 

speed can be calculated from the equation. The difference between the R and L-R observer 

methods is that if L-R calculates the back emf value with equation 2, then the back emf 

value for the R observer method is obtained with equation 2, but the L value is ignored. 



 

 

   

 

 
 
 

 
389 

 
  

Harini et al., IJASST, Volume 07, Issue 02, 2025 

In this study, the difference between the reference speed and the estimated speed, 

called the error, will be investigated and then processed by the controller. The controller 

output, called the control signal, is then used to regulate the speed of the DC motor. All 

calculations are carried out with an Arduino Uno Microcontroller. The DC motor used in 

this study has specifications of 12 Vdc input voltage, 150 mA current, and a maximum 

speed of 7400 RPM, as shown in Fig. 3.  The motor has a small current of 150 mA, so an 

L298N-type DC motor drive is needed, which has a maximum current of 2A.  

The controller used is a Proportional Integral Derivative (PID) controller, as shown 

in Fig.4.  The structure of the PID controller is parallel.  The value of the controller output 

is 

𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫ 𝑒(𝑡)𝑑𝑡 + 𝐾𝑑
𝑑𝑒(𝑡)

𝑑𝑡
                     (4) 

 

where 𝐾𝑃, 𝐾𝐼, and 𝐾𝐷 are P, I, and D parameters, respectively. 

 

 

Figure 3.  Motor DC  

 

 

Figure 4.  Block diagram of PID controller[14] 
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With practical experience, the heuristic approach to PID tuning is advanced, 

involving the human selection of controller variables based on the experimental expertise 

of a qualified designer who makes use of data on controlled variable estimations[14].  In 

the heuristic tuning procedure, there are general rules for obtaining approximate or 

qualitative results[12]. The first amplifier to be adjusted is 𝐾𝑃, starting from the lowest 

value until a stable response is obtained. In this first step, all KI and KD values are set to 

0 (disabled). If a response with a steady-state error is obtained, the KI constant is adjusted 

starting from a small KI. If there is still a steady-state error, KI is increased until the steady-

state error is equal to 0. Increasing KI usually causes a slower response. Therefore, to 

obtain the desired value, the differential amplifier constant can be increased starting from 

a small KD, then increased until the optimum response is achieved.  The system has an 

optimum response if it if it meets the following requirements 

a. fast response 

The system produces the intended result in a short amount of time. 

b. minimal overshoot  

The output stays within a reasonable range of the goal value. Overshoot is 

limited to 20%. 

c. short settling time 

The output quickly stabilizes around the target value. 

d. small steady-state error  

This means that there is little to no variation between the desired value and the 

final output. The SSE is limited to 2%. 

e. good stability 

The system does not fluctuate or become unstable. 

The flowchart of the DC motor speed sensorless control system using a PID 

controller is shown in Fig. 5. The flowchart includes several parts.  They are initialization, 

reading the stator current and voltage values from the current and voltage sensors, 

calculating the estimated speed carried out by the observer, calculating speed calibration, 

calculating errors, and calculating the controller output.  The moving average method is 

used to average the current and voltage measured by the current and voltage sensor in 

order to remove noise. 
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Figure 5.  Flowchart of the speed sensorless control using a PID controller 
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3 Results and Discussions 

By the methodology explained above, in this section, the research results will be 

explained, including the results of measuring motor parameters, observer design, and 

controlling the speed sensorless of a DC motor using a PID controller, including tuning 

controller parameters. 

 

3.1. Result of Measuring Motor Parameters 

The DC motor parameters measured are motor resistance (Ra) and motor 

inductance (La). Both parameters are measured with an LCR meter. The results of 

resistance measurements can be seen in Table 1, while the results of inductance 

measurements can be seen in Table 2.  

 

Table 1. Motor Resistance Measurement 

Position Resistance Values (Ω) 

1 12.14 

2 12.14 

3 12.14 

4 12.14 

Ra_average 12.14 

 

Table 2. Motor Inductance Measurement 

Position Inductance Values (mH) 

1 93.20 

2 93.26 

3 93.25 

4 93.26 

La_average 93.24 
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Resistance is measured with an RDC variable at several rotor positions, and then 

the results are averaged. Motor inductance is measured with an LCR meter at a frequency 

of 100 Hz at several rotor positions, and then the results are averaged. From the two tables, 

it can be seen that the DC motor used in this study has average Ra = 12.14Ω and La = 

93.24 mH. 

The Ra and La measurements above are then used to find the kE value. Table 3 

shows the calculation of the kE value for the L-R method, while Table 4 shows the 

calculation of the kE value for the R method. The kE value is obtained from equation 3. 

The ea value in Table 3 is obtained from equation 2, while the ea value in Table 4 is 

obtained from equation 2, but the La value is ignored.  The average kE value in the L-R 

method was 0.001342, while in the R method it was 0.0014144. 

 

Table 3. Calculation of kE using the L-R method 

va (V)  (RPM) ia (mA) ea kE 

11.57 1665.0 160.5 9.6067 0.005770 

11.62 7285.9 147.9 9.8264 0.001349 

11.65 7285.9 174.8 9.5239 0.001307 

11.65 7299.3 147.7 9.8602 0.001351 

11.65 7301.8 147.4 9.8606 0.001350 

kE average 0. 001561 

 

Table 4. Calculation of kE using the R method 

va  (RPM) ia (mA)  kE 

4.88 V 2777.4  63.4  4.11 0.0014798 

6.81 V 4081.1  87.5  5.75 0.0014089 

11.68 V 7346.3  142.1  9.95 0.0013544 

kE average 0.0014144 
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3.2. Result of Observer Design 

 The results of the kE calculation are then used to calculate the estimated speed, as 

shown in Tables 5 and 6. When compared with the actual speed measured by the 

tachometer, the error will be obtained as shown in both tables. It appears that the speed 

error calculated using the R method is smaller than the L-R method, which is 5.38%. 

Therefore, the observer that will be used is the R method observer.  

 

Table 5. Comparison of estimated speed and actual speed with the L-R observer method 

ia 

(mA) 

va  

(V) 

ea  

(V) 

ꙍm_estimated 

(RPM) 

 

(RPM) 

Error 

 (%) 

147.9 11.62 9.8264 6294.44 7285.9 13.60 

147.7 11.65 9.8602 6316.1 7299.3 13.47 

147.4 11.65 9.8606 6316.35 7301.8 13.49 

143.7 11.66 9.9155 6351.52 7323.1 13.27 

143.5 11.66 9.9179 6353.08 7317.7 13.18 

143.3 11.67 9.9303 6361.03 7314.7 13.04 

 Average error 13.34 

 

Table 6. Comparison of estimated speed and actual speed with the R observer method 

ia 

(mA) 

va  

(V) 

ea  

(V) 

ꙍm_estimated 

(RPM) 

 

(RPM) 

Error 

 (%) 

136.2 11 9.35 6608.12 6978.9 5.31 

136.3 11 9.35 6607.27 6981 5.35 

137.3 11 9.33 6598.68 6973 5.37 

137.32 11 9.33 6598.51 6973 5.37 

138.02 11 9.32 6592.5 6973 5.46 

139.52 11 9.31 6579.63 6972.8 5.64 

140.4 11 9.3 6572.08 6972.8 5.75 

141.82 11 9.28 6559.89 6972.8 5.92 

 Average error 5.38 
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As shown in Table 6, although the error obtained is small, it is still above 5%.  To 

minimize the error, calibration is necessary, as shown in Fig. 6. From the graph, it appears 

that the relationship between estimated speed and actual speed is linear.  From the figure, 

it appears that the calibration equation follows equation 5. 

𝑦 = 1.0567𝑥 + 0.7262         (5) 

where x is the estimated speed (ꙍm_estimated ) and y is the calibrated speed (ꙍm_calibrated ). 

After calibration, the estimated speed value is close to the actual speed value with an error 

of 0.2019%, as shown in Table 7. The actual speed value is measured using a tachometer. 

 

Figure 6.  Calculation of calibrated speed 

 

Table 7. The result of calibration 

ꙍm_calibrated  (RPM) ꙍm_tachometer (RPM) Error (%) 

6842.59 6872.5 0.437 

6852.45 6872.5 0.293 

6853 6872.5 0.285 

6856.63 6872.5 0.231 

6857.35 6872.5 0.221 

6868.48 6872.5 0.059 

6870.66 6872.5 0.027 

6872.11 6872.5 0.006 

6872.66 6872.5 0.002 

 Average error 0.2019 

y = 1.0567x + 0.7262
R² = 0.9999
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3.3. Result of the Speed Sensorless af a DC Motor using a PID Controller 

The implementation of a sensorless speed control system to control the speed of a 

DC motor can be seen in Fig. 7. The system consists of a power supply, current and 

voltage sensors, a microcontroller, an L298N driver, and a laptop to record the 

measurement results. The system is also equipped with an LCD to monitor the speed. The 

PID controller parameter values are input through three potentiometers, which are inputs 

for KP, KI, and KD. 

Fig. 8 shows the results of tuning KP, KI, and KD using the heuristic tuning method. 

When tuning the KP value with a setpoint of 6800 RPM and KP = 0.5 (Fig. 8(a)), the 

system response graph shows quite a high overshoot. The motor speed reaches a stable 

condition at 6710.74 RPM, which indicates a steady state error (SSE) of 1.3% from the 

setpoint. In addition, the system experiences a speed spike to 6872.8 RPM, which means 

an overshoot (%OS) of approximately 2.41%. This occurs because the use of proportional 

gain (KP) alone causes the system to respond aggressively to errors, but without sufficient 

damping. As a result, the system tends to exceed the setpoint before finally stabilizing, 

resulting in overshoot on the response graph. 

 

 

Figure 7.  The implementation of a speed sensorless control system 
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(a) 

 

(b) 

 

(c) 

Figure 8.  PID tuning using heuristic method 
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When tuning the Ki value with Set point = 6800RPM, KP = 0.5, and KI = 0.05 

(Fig. 8(b)), it produces a system response graph with a slightly lower overshoot value 

than the KP tuning process alone. The motor speed reaches a stable condition at 6733 

RPM, which indicates a slightly smaller steady state error of 1% of the set point. However, 

the system experiences a speed spike up to 6874 RPM, which results in an overshoot of 

about 2.1% which is greater than the KP tuning. This occurs because the addition of the 

integral component (KI) makes the system more aggressive in correcting errors, including 

errors that accumulate over time. Without damping from the derivative component (KD), 

the control action becomes excessive and tends to cause a response spike, resulting in a 

larger overshoot. 

The last is the tuning of the KD value with a setpoint of 6800 RPM using a 

combination of KP = 0.5; KI = 0.05; and KD = 0.34 values (Fig. 8(c)) can provide or 

produce a more optimal system response graph because it produces a very small 

oscillation of 0.39% or can be considered no oscillation (equal to 0). The results of the 

system response show that the resulting DC motor speed response can reach a value of 

6792.76 RPM stably and quickly approaching the set point value of 6800 RPM, with a 

very small level of deviation. The Steady State Error (SSE) value produced in this tuning 

is also the lowest, which is around 0.11%, indicating that the error between the actual 

value and the target speed value is at a minimum level. The system has the smallest 

settling time value (Ts) of the other tunings, i.e., 6 seconds. Therefore, this PID value 

tuning was chosen as the best configuration because it can provide stability, accuracy, 

and response that meet the needs of the sensorless DC motor speed control system 

implemented in this study. The performance results can be seen in Table 8. 

Table 8. Comparison of Controller Performance 

Controller 

Final 

Value 

(FV) 

Tr  

(s) 

Ts  

(s) 

%OS 

 (%) 

 

SSE 

% 

P 6710.74 4.3 6.4 1.31 1.3 

PI 6733.95 4 6.2 0.97 0.97 

PID 6792.76 4 6 0.11 0.11 



 

 

   

 

 
 
 

 
399 

 
  

Harini et al., IJASST, Volume 07, Issue 02, 2025 

4 Conclusions 

From the results of the study, it can be concluded that the R method of the DC motor 

speed control system with a PID controller can work well. The use of observer method 2 

was chosen because it was proven to provide the most accurate speed estimation with an 

average error of only 0.2019%, smaller than method 1. This speed estimation is then used 

as feedback for the PID controller, which is tuned using the heuristic method. The PID 

parameter tuning results with a configuration of KP = 0.5, KI = 0.05, and KD = 0.34 

demonstrated optimal system performance, producing an actual speed of 6792.76 RPM 

from a setpoint of 6800 RPM, with a very small steady-state error (SSE) of 0.1%, a rise 

time (Tr) of 4 seconds, and a settling time (Ts) of 6 seconds. Therefore, the combination 

of observer method 2 and a PID controller proved capable of controlling DC motor speed 

accurately, responsively, and efficiently without relying on a physical speed sensor. 
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Abstract 

The purpose of this study was to determine the best basic medium type and TDZ 

concentration for the development of somatic embryos from Dendrobium orchid leaf 

explants. Three replications were arranged factorial (2x3) in a completely randomized design 

for this study. First, there were two types of basic media, ½ MS and MS. The second factor 

was the concentration of cytokinin thidiazuron 1, 2 and 3 mg/l. Each experimental unit 

consisted of 5 culture bottles; each contained 5 explants. The research results showed that 1) 

The use of both types of basic media was able to induce callus formation on Dendrobium 

'Gradita 31' orchid from leaf explants. 2) The use of 3 mg/l thidiazuron which combined with 

½ MS or MS media was able to form primary callus faster than other treatments. 3) The 

higher percentage for embryo somatic and shoots formation were also found in 3 mg/l 

thidiazuron. 

 

Keywords: Dendrobium, embryogenesis, thidiazuron 

 

 

1 Introduction 

Dendrobium orchids have high economic value by contribute for 34% of the orchid 

business, followed by Phalaenopsis, Vanda and other genera [1]. The high market, due to 

interest and selling price for Dendrobium seedlings is the reason for increasing productivity 

in the availability of true to type seedling with a large number. Propagation of Dendrobium 

orchids can be done with generatively (through seeds) or vegetatively. Orchid seeds cannot 

be grown directly on planting media in the field because orchid seeds do not have endosperm. 
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The process of fruit formation naturally rare occurs. Moreover, the formation of Dendrobium 

orchid fruit takes quite a long time, around 3-4 months until the seeds are ready to be sown 

as in vitro culture [2]. Vegetative propagation through seedlings cannot be used as a mass 

propagation method because the planting material produced is very limited (2-4 seedlings 

per year). Meanwhile, keiki (seedling at the tip of the bulb) will only appear when mature 

Dendrobium orchids undergo stress condition [3]. 

Numerous studies have been conducted on orchid somatic embryogenesis in vitro. 

Hapsoro and Yusnita [4] stated that somatic embryogenesis is defined as the process of 

creating an embryo (a plant structure that already has root and shoot formation) from 

nonzygotic parts of the plant body (leaves, roots, stems, hypocotyl, etc.). The composition of 

the basic media is an important factor in the somatic embryogenesis of orchid plants. MS 

media is most widely used in the regeneration process through somatic embryogenesis in 

several types of orchids such as Dendrobium, Spathoglottis, Cattleya, Rhynchostylis and 

Grammatophyllum [5]–[11]. Several research results [12]–[15] showed that the use of half 

strength of MS media was able to supply sufficient nutrients to encourage the development 

of somatic embryos in Dendrobium and Phalaenopsis. 

The ability of plant regeneration to respond on nutrients and growth regulators is 

species-specific, meaning that plants from different genotypes will respond differently in 

their plant regeneration patterns even though they have been given the same treatment[16] . 

In vitro plant regeneration is regulated by the balance and interaction of plant growth 

regulators (PGR) contained in the explant (endogenous) and with the PGR absorbed from the 

growth medium (exogenous). In certain proportions, the use of PGR can stimulate embryo 

formation [17]. Therefore, it is necessary to carry out a research regarding regeneration 

procedures through somatic embryogenesis which appropriate to the genotype of 

Dendrobium orchid plants. This research aimed to obtain the best type of basic media and 

concentration of TDZ for the formation of somatic embryos from Dendrobium orchid leaf 

explants. 
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2 Material and Methods 

This research was carried out at the Tissue Culture Laboratory, Department of Food 

Plant Cultivation, Lampung State Polytechnic, Rajabasa, Bandar Lampung, from April to 

September 2023. The plant material was seedlings of Dendrobium 'Gradita 31' that obtained 

from Balai Penelitian Tanaman Hias. The explant was leaf segments with a size of ± 1 cm2. 

Explant was planted as adaxial faces on medium (the top surface of the leaf touched the 

medium). Planting was carried out in LAFC under aseptic conditions. Explants were cultured 

in a culture room at a temperature of 25oC ± 2oC with a subculture interval of 4 weeks on the 

same medium. 

The media were MS [18]and half strength of MS (½ MS). ½ MS was modified from 

MS into half concentration of macro elements. These two basic media were enriched with 

thiamine-HCL (0.1 mg/l), nicotinic acid (0.5 mg/l), pyridoxine-HCL (0.5 mg/l) and myo 

inositol (100 mg/l). Other ingredients added were sucrose 30 g/l, ascorbic acid 200 mg/l, 

citric acid 150 mg/l and plant growth regulator (as needed). Then adjust the pH to 5.8. The 

addition of 1 N NaOH was carried out if the initial pH was less than 5.8, conversely if the 

initial pH was more than 5.8 then 1 N HCL was given. After adjusting the pH to 5.8 then the 

media was cooked by adding 7 g/l of agar powder. After its boiled then the media was poured 

into culture bottles at a rate of 20 ml per bottle. The media-filled bottles were sealed with 

transparent plastic, fastened with rubber bands, and autoclaved for 15 minutes at 121ºC with 

a pressure of 1,2 kg/cm2.  

The sterilizing tools for culture bottle sterilized were detergent, 0.5% sodium 

hypochlorite solution, and 70% alcohol. A variety of instruments are used, such as pipettes, 

pH meter, analytical scales, culture bottles, aluminum foil, plastic wrap, rubber bands, label 

paper, cameras, hand sprayers, magnetic stirrers, beakers, tweezers, scalpels, and laminar air 

flow cabinets (LAFC). 

A completely randomized design with three replications arranged factorial (2x3) was 

used in this study. The first factor was the type of basic media, ½ MS, and full MS. The 

second factor was the TDZ concentration 1, 2 and 3 mg/l combined with 2,4-D 0.5 mg/l. 
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Each experimental unit consisted of 5 culture bottles, each contained 5 explants. The 

observation data for each observation variable was analyzed for diversity using the F test, 

and if there are significant differences between treatments, then the middle value will be 

separated using the tukey test at a significance level of 0.05. Observation variables included 

callus performing periode, percentage of explants forming callus and somatic embryo, and 

percentage of shoot formation. 

 
  

3 Results and Discussion 

Planting were used the part of the leaf with leaf vein which the tip, base and sides of 

the leaf were not used. After that, the explants were cultured in a culture room under dark 

room conditions. The first primary callus appeared on day 77 after planting in the 3 mg/l 

TDZ treatment on both ½ MS and MS media. Furthermore, primary callus appeared on day 

85 in the TDZ 2mg/l treatment and day 87 in the TDZ 1mg/l treatment. (Table 1).  

The primary callus was subcultured into the same media for forming somatic embryo. 

At week 16, somatic embryo formation appeared. It started from the embryogenic callus 

which forms a green globular structure. In this phase, globular embryos were transferred to 

a culture room with bright room conditions. Two weeks after being transferred, the globular 

embryo then elongates (coleoptile) and began to form shoots after 1 week. Physiological and 

morphological changes in shoot formation through somatic embryos from leaf explants can 

be seen in Fig 1. 

According to [17] the indirect embryogenesis phase started from the induction phase 

where the explants run into dedifferentiation of cells that form callus and become competent, 

in response to the addition of TDZ. Afterwards, the competent cells respond to become 

embryogenic callus which then transformed to somatic embryo phase with the globular stage 

then the coleoptile stage and finally the regeneration phase to become a shoot. The results of 

research [19] state that the embryogenesis process in Phalaenopsis amabilis plants started 

from the formation of pro-embryos which appear close to the cut side of leaf. The pro-embryo 

then enlarges and forms a globular embryo. Mature embryo does not simultaneously undergo 
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development into coleoptiles, procambium and then shoots emerge. But there are some cells 

that are left behind in their development so they are still in the globular stage. Hence, in one 

clump of somatic embryo, we can see all the various stages from globular, coleoptile and 

then developing into plantlets. 

The data from Table 1 showed that the TDZ concentration had a different effect, but 

the two basic media had the same effect on the time of callus performed, somatic embryo 

formation and shoots formation. Giving TDZ 3mg/l gave the highest percentage of somatic 

embryo formation and shoots formation. This was in line with several studies [12], [20], [21] 

that the use of TDZ 3 mg/l was able to provide the highest response in each phase of orchid 

embryogenesis. The performance of shoots can be seen on Fig 2. 

The ability of TDZ to induce the formation of somatic embryo is thought to be 

because TDZ could attach to one side of the Cytokinin Binding Protein (CBP) that found in 

the cell membrane so that it can stimulate endogenous cytokinin production. Thus, increasing 

cytokinin levels in cells will stimulate cell division and stimulate tissue morphogenesis [22]. 

The use of ½ MS basic media was able to provide the same effect as MS media. This means 

that in the process of forming somatic embfigryo for Dendrobium 'Gradita 31' orchid, ½ MS 

media was able to supply sufficient nutrients during the embryogenesis process. ½ MS media 

can be used as a cheaper alternative in the mass multiplication process through somatic 

embryogenesis, because the concentration of chemical ingredients was only half of the 

composition from MS media. This is also supported by several studies [12]–[15] that the use 

of ½ MS media is able to induce the formation of somatic embryos in Dendrobium and 

Phalaenopsis. Low nitrogen concentrations in the media were also reported able to induce 

higher embryo growth in coffee plants [23], Santalum album [24] and sorghum [25]. 
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Figure 1. Somatic embryogenesis development of Dendrobium ‘Gradita 31’ (a) globular 

phase, (b) elongated embryo (coleoptile), (c) shoots formation. 
 

Many studies have reported that auxin and cytokinin play an important role in the 

process of plant embryogenesis. On this research, we used 0.5mg/l 2,4-D as the auxin. The 

use of low concentrations of auxin combined with high levels of cytokinin has also been 

widely reported in orchid plants such as Dendrobium malones [11], P. amabilis [19], Vanda 

tessellates [26] and Phalaenopsis ‘Sogo Vivien’ [27]. On the other hand, another research 

for embryogenesis of Phalaenopsis ‘Hong kong’ single used of 3mg/l TDZ for whole stages 

was able to support embryogenesis process [12]. Other report [28] single auxin (3mg/l 2,4-

D) was able to induce somatic embryo of Vanda sumatrana. The differences in the response 

of each orchid species to the type and concentration, cytokinin-auxin alone or in combination 

are very clearly visible, even though they are still in the same plant family. This is because 

plants have different genetic characteristics and their ability to respond the signals from the 

same growth regulator [16], [29], [30]. 
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Figure 2. Shoots performance on different concentration of TDZ (a) 1mg/l, (b) 2mg/l, (c) 

3mg/l. 

 

Table 1. Effect of basic media and different concentration of TDZ on somatic 

embryogenesis Dendrobium ‘Gradita 31’ 

Treatments 
Callus performing 

period (days) 

Primary callus 

(%) 

Embryo somatic 

(%) 

Shoots forming 

(%) 

½ MS+ 1mg/l TDZ 86.00b 76.67a 58.33b 71.67b 

½ MS+ 2mg/l TDZ 85.33b 83.33a 73.33ab 85.00ab 

½ MS+ 3mg/l TDZ 77.00a 91.67a 91.67a 91.67a 

MS+ 1mg/l TDZ 87.00b 75.00a 53.33b 70.00b 

MS+ 2mg/l TDZ 85.67b 81.67a 66.67ab 83.33ab 

MS+ 3mg/l TDZ 77.67a 91.67a 93.33a 90.00a 
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Figure 3. Performance seedling of Dendrobium ‘Gradita 31’ (a) globular phase microscopic 

(40x), (b) seedling (24 week), (c) seedling for acclimatization (30 week), (d) seedling 5 

month after acclimatization 
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4 Conclusions 

Based on the research on the effect of basic media and different concentration of TDZ 

on somatic embryogenesis Dendrobium ‘Gradita 31’, the conclusions were drawn:  

1. The use of both types of basic media was able to induce callus formation on Dendrobium 

'Gradita 31' orchid from leaf explants.  

2. The use of 3 mg/l thidiazuron which combined with ½ MS or MS media was able to form 

primary callus faster than other treatments.  

3. The higher percentage for embryo somatic and shoots formation were also found in 3 mg/l 

thidiazuron. 
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Abstract 

This study aims to detect Braille letter patterns using the InceptionV3 architecture combined 

with the application of median filter and image segmentation. The dataset consists of 4,160 

Braille images, with an average of 160 images for each letter from A to Z. The data is divided 

into 3,900 images for training, which are then split into 3,120 images for training and 780 

images for validation, and 260 images are used for testing. Each image is resized to 299x299 

pixels before being fed into the model. This study uses 100 epochs and applies early stopping 

to avoid overfitting. Two learning rate values are tested, namely 0.001 and 0.0001. The 

results show that the application of a median filter and segmentation significantly improves 

model performance, producing better accuracy, precision, recall, and F1 values compared to 

models without these techniques. At a learning rate of 0.001, the model achieves 99.65% 

accuracy, 99.62% precision, and 99.61% recall. On the other hand, without a median filter 

and segmentation at a learning rate of 0.0001, although accuracy and precision decreased, 

the values still reached 99.65% and 99.62%. 

Keywords: Brailler, Inception V3, Learning Rate, Median Filter, Segmentation 
 

 

1 Introduction 

Braille is a standard writing system for the blind, where each character is 

represented by a combination of dots in a specific pattern that can be felt with the 

fingertips [1]. Given the challenges in reading Braille, especially the need for high finger 

sensitivity, deep learning technology can play an important role in assisting automatic 

Braille translation [2]. 

http://creativecommons.org/licenses/by/4.0/
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 Deep learning, especially Convolutional Neural Networks (CNN), has proven 

effective in image and pattern recognition [3]. Deep learning uses artificial neural 

networks with many layers to automatically learn data representations. CNN, inspired by 

the structure of human neural networks, works with two main phases: backpropagation 

for training and feedforward for image classification. Before classification, preprocessing 

processes such as bagging and cropping are used to focus on the objects to be classified 

[3]. This CNN has many architectures, one of which is InceptionV3. InceptionV3 is one 

of the most famous CNN architectures. This architecture is known for being easy to train 

and very accurate in image classification. InceptionV3 is capable of capturing features at 

different scales, from the smallest to the most complex, by using a combination of 

convolutional layers with various kernel sizes [3]. 

 Previous studies have shown that the Inception V3 architecture can achieve high 

accuracy in Braille recognition, with accuracy values reaching 95.03% to 99.87% [4]. 

However, the detection performance of Braille models is often affected by noise in 

images. Therefore, preprocessing techniques such as median filtering and image 

segmentation become very important [5]. The median filter, which is a nonlinear filter, is 

effective in reducing noise without losing important image details by replacing the 

processed pixel value with the median value of a group of pixels. Image segmentation is 

also important to separate important elements from the background, thereby increasing 

focus on Braille patterns [6]. 

 However, the performance of Braille detection models can be affected by noise in 

images. Therefore, preprocessing techniques such as median filtering and image 

segmentation become crucial [4]. Median filtering is effective in reducing noise without 

destroying important details, while segmentation helps separate Braille patterns from 

irrelevant backgrounds. Previous studies have shown that the combination of median 

filtering and segmentation can improve detection accuracy [5].This study will explore the 

use of the Inception V3 architecture in Braille character recognition. Inception V3, as one 

of the effective CNN architectures in complex object recognition, can be enhanced by the 

integration of median filtering and segmentation to further improve the accuracy of 

Braille characters. 
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2 Related Work 

In several studies, researchers have made great progress in developing BCR 

systems. To improve the accuracy and efficiency of these systems, they have used various 

techniques, such as machine learning, artificial neural networks (ANNs), and CNNs. 

These techniques allow Braille readers to interact more easily with digital devices, such 

as computers and smartphones. 

In previous studies, such as [6], this study proposes a new approach for automatic 

recognition of Braille characters, which consists of two main stages: image alignment and 

enhancement using preprocessing techniques, and character recognition using a 

lightweight convolutional neural network (CNN). This approach replaces some modules 

in CNN with IRB blocks to reduce computational costs, resulting in an efficient and 

accurate model. Experiments on English Braille and Chinese double-sided Braille (DSBI) 

datasets show prediction accuracies of 95.2% and 98.3%. This method is more robust and 

effective than current approaches, with a prediction time of 0.01s for English Braille 

images and 0.03s for DSBI.  

Meanwhile, [7] discusses the conversion of Braille to English text using deep 

learning. In this study, 26 English Braille images are used as the dataset that has gone 

through the segmentation process. The proposed method converts Braille visuals to 

English text using convolutional neural network (CNN) models such as LeNet, VGG-16, 

DenseNet121, ResNet50, and Inceptionv3. Among these models, the Inceptionv3-based 

system showed a high prediction accuracy rate, reaching 92%. Experimental results 

showed that the proposed Braille character recognition method produced accurate results. 

Research [2] showed that combining multiple models can improve accuracy, but 

this method is often limited to a specific combination of models and datasets. In recent 

studies, models such as DarkNet-53, GoogleNet, SqueezeNet, and DenseNet-201 were 

incorporated into a more general transfer learning-based ensemble approach. This group 

approach achieved high F1 scores (89.42%, 99.58%, and 97.11% on HBO, BC, and AB 

datasets), and lower error values compared to a single model, such as DarkNet-53, which 

only achieved an F1 score of 87.54%. In addition, this method helps the development of 

more efficient Braille-based assistive technologies. 
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3 Methods 

This research methodology is designed to develop a Braille pattern detection model 

using the Inception V3 architecture by implementing median filter and segmentation as 

part of the data preprocessing process. The steps of this research methodology are 

explained as follows, shown in Fig. 1. 

 

This research includes several stages, namely: 

Step 1: Literature Study 

Literature study was conducted from data collection to evaluation to guide the 

research process. The sources include books, scientific journals, and other scientific 

works, related to detection using Inceptio-V3, median filter, segmentation and other 

related topics. 

 

 

Literature Study

Modeling
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Preparation DataData Collection

InceptionV3

 

Figure 1. Research stages 
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Step 2: Data Collection 

This study collects datasets using datasets taken from the github website belonging 

to user HelenGezahegn [4]. The data used has been filtered to select good quality data, so 

that it has been reduced and consists of 4,160 data samples, with an average of 160 

samples for each character from A to Z, the image will be divided into 2 parts 3900 

training data and 260 testing data, and for 3900 data divided into 3120 as training data 

and 780 as validation data [8]. 

Step 3: Data Preparation 

Data preparation in this study includes several processes to ensure that the images 

used in the Convolutional Neural Network model using the inception V3 architecture 

have the appropriate quality and format. The first step taken is to resize the image. The 

image with the original size 𝐻 × 𝑊 is resized to the standard dimensions 𝐻 ′ × 𝑊 ′. This 

process can be formulated as:  

𝐼′(𝑥, 𝑦)  =  𝐼 (
𝐻′

𝐻
 ×  𝑥,

𝑊′

𝑊
 ×  𝑦 ) (1) 

After resizing, the image is converted from color format (RGB) to grayscale using 

the following formula [9]: 

Y =  0.299R +  0.587G +  0.144𝐵 (2) 

Where 𝑅 , 𝐺 , and 𝐵 are the red, green, and blue channel values at pixel ( 𝑥 , 𝑦 ). 

To remove noise, a median filter is applied to the grayscale image. Median filtering 

is done by taking the median of the intensity values in the filter window 𝑘 × 𝑘 [10]: 

𝐼𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝑥, 𝑦) = 𝑚𝑒𝑑𝑖𝑎𝑛{𝐼𝑔𝑟𝑎𝑦(𝑥 + 𝑖, 𝑦 + 𝑗)} (3) 

for all 𝑖 , 𝑗 ∈ [ − 𝑘/2 , 𝑘/2 ] 

The segmentation process is carried out using k-means clustering [11] with the 

following steps. Determine the number of k clusters. Randomly select k data points as the 

initial centroids.Once the initial centroids are determined, calculate the distance of each 

data point to the nearest centroid using the Euclidean Distance formula: 

𝑑 (𝑥, 𝑦)  =  √∑ (𝑥𝑖  −  𝑦𝑖)2𝑛
𝑖 = 1                                      (4) 

Where: 

d(x,y) = Euclidean distance between points 𝑥 and 𝑦. 
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𝑥 and 𝑦 = Two points in n-dimensional space whose distances will be calculated. 

Group members are identified based on the smallest data distance to the centroid. 

Then calculate the new centroid using the centroid finding formula: 

centroid𝑖  =  
∑ 𝑥𝑗

𝑛
𝑖 = 1

𝑛
                             (5) 

Where: 

Centroid = Centroid for the i-th cluster. 

n = Total number of data points in the i-th cluster. 

Repeat steps 2 through 4 until no more data changes cluster. 

Step 4. Modeling 

This study uses Convolutional Neural Network (CNN) with Inception-V3 model 

architecture, shown in Fig. 2. In the Inception-V3 architecture layer [13], all layers before 

the fully connected layer in each architecture are frozen first to maintain the weight 

parameters obtained from ImageNet. The fully connected layer is removed because 

transfer learning will be applied to the model to train a new fully connected layer that will 

be used to classify datasets with different numbers of categories. After freezing the layers 

before the fully connected layer, there is a flatten layer followed by two fully connected 

layers [14]. Braille pattern detection model architecture using InceptionV3 is shown in 

Fig. 3. 

 

 

Figure 2. Inception V3 Architecture 
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Convolution Layer From 

InceptionV3

Conv2D

BatchNormalization

Dense (512 units) 

 Dense (26 units) 

GlobalAveragePooling2D

Input

Output

Dropout (0.5)

Dropout (0.5)

 

Figure 3. Braille Pattern Detection Model Architecture Using InceptionV3 

 

Fig. 2 is a convolutional neural network (CNN) model architecture that uses 

convolution layers from InceptionV3 for feature extraction from input images. After that, 

Conv2D is applied to the image or spatial data. followed by BatchNormalization to 

stabilize and speed up training. And GlobalAveragePooling2D, which converts the 

convolution output into a feature vector. Next, a dropout layer is applied to reduce 

overfitting, followed by several dense layers with 512 neuron units. Then there is another 

Dropout layer and finally, a thick layer with 64 and 26 neuron units. 26 neuron units are 

used for classification into 26 output classes. This architecture combines the powerful 

feature extraction capabilities of InceptionV3 with regularization and normalization 

techniques to improve model performance and generalization. 
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Step 5. Evaluation 

At this stage, various scenarios of Recall, Precision, F1 Score, and Accuracy 

settings are evaluated to improve the modeling results [17]. Finally, it will be known 

which scenario produces the best accuracy value and the lowest error rate for the braille 

pattern detection model using the Inception V3 architecture by applying median filter and 

segmentation. The formulas for Recall, Precision, F1 Score, and Accuracy are as follows: 

Akurasi =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 +𝐹𝑃 + 𝐹𝑁 +𝑇𝑁
                   (6) 

Presisi =
𝑇𝑃

𝑇𝑃 +𝐹𝑃
                      (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +𝐹𝑁
                       (8) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
 𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑠𝑖𝑠𝑖

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑠𝑖𝑠𝑖
                                (9) 

Explanation of the equations TP (True Positive), TN (True Negative), FP (False 

Positive), and FN (False Negative). 

4 Results and Discussions 

In this study, the InceptionV3 model pre-trained on the ImageNet dataset was 

modified by adding new layers. The model was then optimized by specifying an image 

size of 299x299 [18], a batch size of 32, a number of epochs of 100, and a learning rate 

of 0.001 and 0.0001. Early stopping was also used to prevent overfitting. These 

parameters are important to ensure the model learns well from the data and achieves rapid 

convergence. 

In the training phase, the InceptionV3 model implemented with median filter and 

segmentation showed quite good performance. During the training process, accuracy and 

loss metrics were observed to evaluate the model performance. The training and 

validation accuracy graphs showed a significant increase at the beginning of the epoch 

and stabilization at the end of the training process as shown in Fig. 4. 
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Figure 4. Accuracy graph trains the model with learning rate 0.001 

 

The Fig. 4 above show the results of the training process with a learning rate of 

0.001, presented in the form of graphs. In both graphs, dots represent the training data, 

while lines represent the validation data. The graph on the right demonstrates that the 

training accuracy reaches above 0.9664, with the validation accuracy showing similar 

results. Similarly, the graph on the left shows that both the training and validation 

accuracy exceed 0.9669. 

 

 

 

 

 

Figure 5. Loss graph of training the model with a learning rate 0.001 
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The Fig. 5 depict the results of the training process with a learning rate of 0.001, 

shown in graph form. In both graphs, dots represent the training data, and lines represent 

the validation data. The graph on the right shows that the training loss reached 0.1144. 

Similarly, the graph on the left indicates that the training loss reached 0.1289, then 

training was also carried out using a learning rate of 0.0001. 

The Fig. 6 illustrate the results of the training process, presented as graphs where 

dots represent training data and lines represent validation data. The graph on the right 

shows that both training and validation accuracy exceed 0.9779. Similarly, the graph on 

the left indicates that the training accuracy reaches 0.9822. 

The Fig. 7 depict the results of the training process with a learning rate of 0.001, 

shown in graph form. In both graphs, dots represent the training data, and lines represent 

the validation data. The graph on the right shows that the training loss reached 0.1400. 

Similarly, the graph on the left indicates that the training loss reached 0.1497. 

After the training process is complete, the next step is to test the model. At this 

stage, the trained data is compared with the data that has been prepared during the 

preprocessing process. The dataset used for testing is 260 datasets. 

 

 
 

Figure 6 Accuracy graph train the model with learning rate 0.0001 
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Figure 7. loss graph of training the model with learning rate 0.0001 

Table 1. Performance evaluation metrics 

Learning rate Accuracy precision recall f1 Score 

Using Median Filter and Segmentation 

0.001 0.9965 0.9962 0.9961 0.9962 

0.0001 0.9930 0.9923 0.9923 0.9923 

Not Using Median Filter and Segmentation 

0.001 0.9936 0.9923 0.9924 0.9923 

0.0001 0.9865 0.9846 0.9845 0.9846 

 

Based on Table 1, it can be seen that the use of median filter and segmentation 

results in higher accuracy, precision, recall, and F1 score compared to not using both 

techniques, especially at a learning rate of 0.001. At this learning rate, the highest 

accuracy is achieved, namely 99.65% with precision and recall of 99.62% and 99.61%, 

respectively. In contrast, without median filter and segmentation, model performance 

decreases, especially at a learning rate of 0.0001, where accuracy drops to 98.65%, and 

precision and recall reach 98.46% and 98.45%. This shows that median filter and 

segmentation play an important role in improving model performance, especially at 

higher learning rates. 
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Table 2. Comparison table with previous research 

Research Methods Accuracy 

[1] EfficientNetV2M and InceptionV3 82.07% 

[2],[4] Cnvolutional  Neural  Network  (CNN). 81.54% 

[3] CNN using Segementation 95.77% 

Our Reserach InceptionV3 using Median Filter and 

Segmentation 

99.65% 

Table 2 presents a comparison between the proposed method and previous research in 

\terms of classification accuracy. The first referenced study employed EfficientNetV2M 

and InceptionV3 architectures, achieving an accuracy of 82.07%. The second study 

utilized a Convolutional Neural Network (CNN) model with image segmentation, 

resulting in an accuracy of 95.77%. In contrast, our proposed approach, which combines 

InceptionV3 with median filtering and Segmentation preprocessing, outperformed the 

others with a significantly higher accuracy of 99.65%. This demonstrates the 

effectiveness of the proposed method in enhancing classification performance. 

5 Conclusions 

The InceptionV3 model shows excellent performance with high training accuracy 

on all tested configurations, in this study the use of median filter and segmentation 

produces higher accuracy, precision, recall, and F1 scores compared to when not using 

both techniques, especially at a learning rate of 0.001, where the accuracy reaches 

99.65%, and precision and recall reach 99.62% and 99.61%, respectively. Conversely, 

without median filter and segmentation, the model performance decreases, especially at 

a learning rate of 0.0001, where the accuracy reaches 99.65%, and precision reaches 

99.62%. 
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Abstract 

For deaf or hard of hearing people, sign language is a primary means of communication, but 

low public understanding makes social engagement difficult. Researchers now use computer 

vision technology and Convolutional Neural Network (CNN) to detect sign language 

movements. Problems such as overfitting and missing gradients still exist. Using CNN and 

ResNet-34 architecture, as well as image augmentation to overcome this problem, this 

research builds a deep learning-based sign language detection model. The Indonesian Sign 

Language System (SIBI) dataset was used to test the model. The test results show that the 

model with image augmentation trained for more than 50 epochs obtained an accuracy of 

99.4%, precision of 99.5%, recall of 99.5%, and an F1 score of 99.5%. The model without 

image augmentation produced an accuracy of 99.4%, recall of 99.3%, F1 score of 99.3%, and 

precision of 99.4%. ResNet-34 architecture overcomes the problem of missing gradients, 

while image augmentation avoids overfitting and improves model accuracy. 

Keywords: Augmentation, Convolutional Neural Network, Overfitting, ResNet-34, 

Vanishing Gradient 
 

1 Introduction 

Humans utilize language as a tool to communicate with one another. Language can 

take many different forms, including signs, symbols, codes, and noises that are given 

meaning after being converted into human language according to predetermined rules [1], 

[2]. Using hand movements that follow the PUEBI Guidelines, people with hearing and 

speech disabilities can communicate through sign language [3]. 

The issue with using sign language as a communication tool is that not everyone 

fully understands this system of communication because there is a dearth of knowledge 

and resources about learning sign language, including books, courses, teachers, and other 

resources that can be a barrier for those who wish to take sign language classes [4]. Using 

http://creativecommons.org/licenses/by/4.0/
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deep learning technology to create a photo image identification model that can assist in 

sign language translation is one way to address this issue. The aid of deep learning 

technology a model that is capable of self-learning computational procedures [5], to help 

those who are unable to communicate through sign language, this technology is intended 

to recognize hand motions and translate them into a language that they can understand 

sign language [4]. In earlier studies carried out by [6], Convolutional Neural Network 

(CNN) were used to create a sign language categorization system, and the accuracy rate 

was 99.82%. 

Increasing the depth of the network in deep convolutional neural networks does not 

always lead to improved training accuracy, there are instances when training accuracy 

decreases [7], [8], [9], [10]. This is the vanishing gradients problem, which is a common 

impediment in CNN. This is because not all networks are simple to optimize, which leads 

to network degradation. Using residual networks, or ResNet, to add identity mapping will 

lessen degradation in deeper networks ResNet [11]. Previous research on the application 

of the ResNet architecture by [9], [12], [13], [14], [15] has successfully overcome the 

vanishing gradient problem in the CNN algorithm. 

The possibility of overfitting arises from CNN models' memorization of specific, 

non-generalizable details of training images, which is another issue frequently associated 

with CNN algorithms digeneralisasi [16], [17], [18], [19], [20]. Therefore, by adjusting 

the dimensional transformation of the photos, image augmentation techniques were 

applied to the training samples in this study to increase the variety of images [21]. In 

earlier studies by [22], [23], [24], [25] on the application of augmentation techniques on 

datasets, has effectively addressed CNN models overfitting issue. 

The primary research gaps in this study are related to the CNN algorithm's potential 

for vanishing gradient and overfitting in the final model, as indicated by the research 

references pertaining to the development of digital image detection models using this 

algorithm that were mentioned in the previous paragraph. Therefore, the goal of this 

research is to use the ResNet-34 architecture to create a detection model that can solve 

the disappearing gradients problem [26] because it may be applied to validation data and 

has a low error rate value, to produce the best accuracy outcomes, and enhancing the 

dataset with augmentation methods to prevent the model from becoming overfit  along 
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with incorporating dataset augmentation methods to prevent the model from becoming 

overfit  [21], [22], [23].  

The contribution of this research is to develop a ResNet-34 model combined with 

the application of augmentation techniques on the dataset to overcome the problems of 

overfitting and vanishing gradients in the model in the process of detecting the Indonesian 

Sign Language System (SIBI). Compared to other studies, which are limited in their use 

of model architecture and dependent on limited datasets, this study provides evaluation 

and improvement using deeper residual networks. 

2 Material and Methods 

The steps or procedures utilized in research are referred to as the research stages 

[27]. To guarantee that every step of the research is conducted in an orderly fashion, this 

stage offers direction and arranges every step from start to finish. The phases of the 

research that will be done are based on earlier studies that [19], the research stages is 

shown in Fig. 1. 

 

 

Figure 1. Research Stages 
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2.1  Data Collection 

The collected dataset consists of digital photos of Indonesian sign language systems 

that were published to Kaggle in 2022 by Alvin Bintang. The dataset consists of 5280 

images in total, grouped into 24 alphabetic classes (A–Y, except J and Z). There are 220 

Sistem Isyarat Bahasa Indonesia (SIBI) photos per class. 

2.2  Data Augmentation 

The original dataset used in this study consisted of 5280 images, with 220 images 

in each class. To increase the variety of the dataset, augmentation techniques were 

applied. The augmentation techniques are based on earlier studies by [25] and [28] that 

employed rotation, shear horizontal and vertical, grayscale, saturation, brightness, and 

exposure. The arrangement of the augmentation values is shown in Table 1. 

Based on the augmentation process in Table 1, the number of datasets increased to 

7582 with the distribution of each class increasing by 96 images, so that the total number of 

datasets in each class was 316 images after the augmentation process. The augmentation 

technique was applied evenly to each class with the aim of maintaining class balance and 

avoiding class imbalance issues. 

 

Table 1. Augmentation Technique 

No. Techniques Description 

1 Rotation The rotation technique used is -10° and +10°. 

2 Shear horizontal 

& vertical 

The horizontal and vertical shear techniques used are 

±10° horizontal and ±10° vertical. 

3 Grayscale Grayscale technique used is 15% of the total dataset. 

4 Saturation Saturation technique used is -30% and +30%. 

5 Brightness The brightness technique used is -15% and +15%. 

6 Exposure The exposure technique used is -15% and +15%. 
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2.3  Data Splitting 

Following the preprocessing phase, datasets are separated into training and test 

subsets. The split_indices function from the FastAI library is used to divide the dataset. 

The technique is based on earlier research by [29] utilizing a ratio of 80% for training 

data and 20% for test data. 

2.4  Modelling ResNet-34 

ResNet-34 architecture, which has several convolution layers and residue layers, is 

used for modeling in Fig. 2. The method of entering a 224 by 224pixel picture is the first 

step. With an output of 128 x 128 pixels, the input image is passed through 64 filters into 

the first convolution layer in the second stage. Furthermore, there are four residual layers 

with the following output sizes 28 x 28 pixels with 4 residual blocks using 128 filters, 14 

x 14 pixels with 6 residual blocks using 256 filters, and 7 x 7 pixels with 3 residual blocks 

using 512 filters. The size of the residual layers is 56 x 56 pixels with 3 residual blocks 

using 64 filters. After the residual layer, an average pooling layer reduces the output size 

to 1 x 1 pixels, followed by a fully connected layer with 256 and 128 neurons. The final 

stage is the softmax classifier layer which produces a classification with accuracy (E = 

0.99). Each residual layer has skip connections that allow direct information flow, helping 

to overcome the vanishing gradient problem [12], [30]. 

 

2.5  Model Evaluation 

Model evaluation is crucial for identifying the optimal model combination. It 

involves using matrices, considering factors like accuracy and the confusion matrix. The 

confusion matrix serves as a visual evaluation tool in machine learning [31].  

 

Figure 2. ResNet-34 Architecture 
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Its columns represent predicted class outcomes, while its rows depict actual class 

outcomes, facilitating the examination of all potential cases in classification problems 

[28]. Various metrics such as precision, recall, and F1 score are utilized within the 

confusion matrix. This matrix encompasses 4 key terms [32]: 

a. True Positive (TP): correctly classified positive data. 

b. True Negative (TN): the number of correctly classified negative data. 

c. False Positive (FP): the number of negative data classified as positive. 

d. False Negative (FN): the number of positive data classified as negative. 

Accuracy and the confusion matrix can be formulated as shown in Equation (1)-(4) 

[31]. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 +  𝑻𝑵

𝑻𝑷 + 𝑻𝑵 +  𝑭𝑷 + 𝑭𝑵
 

Accuracy is the ratio of correct predictions to the total data. 

 

(1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Precision is the ratio of true positive predictions to the total number of positive 

predictions. 

(2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Recall is the ratio of true positive predictions to the total number of actual positive 

instances. 

(3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑠𝑖𝑠𝑖

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑠𝑖𝑠𝑖
 

The F1 score is the weighted average of precision and recall. 

(4) 

3 Results and Discussions 

3.1  Data Augmentation 

This method generates a final dataset of 7582 datasets by using 12 picture data from 

each class. The augmentation techniques are expected to test the model's robustness 

against diverse data. An example of the application of augmentation techniques can be 

seen in Fig. 3. 
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(a) (b) 

Figure 3. (a) Rotation augmentation technique, (b) Rotation augmentation technique. 

 

3.2  Data Splitting 

Data utilized in the model training phase is referred to as training data or train data. 

Up to 80% of the entire dataset was randomly selected for the training data utilized in this 

study, yielding a training dataset of 6056 data in total. Data used in the models testing 

phase is called test data or testing data. With a final test dataset consisting of 1526 data, 

the test data used in this study accounted for up to 20% of the entire dataset. 

3.3  Modelling ResNet-34 

Before entering the modeling stage, the model is subjected to hyperparameter 

tuning by considering the most optimal learning rate. Analyzing the model for vanishing 

gradient and overfitting is done by comparing the visualization when tuning the model by 

comparing the values of train loss, valid loss and error rate. 

This research uses the one-cycle policy optimization method developed by Leslie 

Smith in 2018. By modifying the learning rate to hasten convergence and avoid 

overfitting, this technique seeks to train the model effectively [33]. The best weight decay 

value is first 1e-6 (0.000001) and eventually 1e1 (10). Fig 4 illustrates how to use the 

learning rate finder approach to get the ideal learning rate. The process of finding the 

optimal learning rate using the learning rate finder method is shown in Fig. 4. 
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Figure 4. The Most Optimal Learning Rate Value 

 

The Learning Rate Finder produced the curve shown in Fig. 3, where loss is shown 

on the y-axis and learning rate is plotted on the x-axis. The “valley” point on the loss 

curve denotes the ideal learning rate and is the lowest point. The optimal point shown as 

“valley” in the figure, is used to determine the lr_max value. Based on Fig. 3. Lr_max 

value of about 1.13×10-3 was chosen, as it shows a sharp increase in loss after the optimal 

point, indicating it is the best before the loss increases again. 

Visualizations of train loss, valid loss and error rate at 25, 50 and 100 epochs are 

shown in Fig. 5 shows the training using 25 epochs, (a) without augmentation (b) with 

augmentation, Fig. 6 shows the training using 50 epochs, (a) without augmentation (b) 

with augmentation, Fig. 7 shows the training using 100 epochs, (a) without augmentation 

(b) with augmentation. 
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(a) (b) 

Figure 5. Training and validation loss and error rate at 25 epoch for (a) without 

augmentation and (b) with augmentation 

  

(a) (b) 

Figure 6. Training and validation loss and error rate at 50 epoch for (a) without 

augmentation and (b) with augmentation 

  

(a) (b) 

Figure 7. Training and validation loss and error rate at 50 epoch for (a) without 

augmentation and (b) with augmentation 
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Comparison of visualization train loss, valid loss, and error rate at 25, 50, and 100 

epochs is shown in Table 2. From the results of the comparison value in Table 2. It can 

be concluded that the model using augmentation techniques at 50 epochs is the best 

performing model by looking at the results of train loss and valid loss which tend to be 

balanced, indicating that the model can generalize new data well and the model also does 

not occur overfitting. 

3.4  Model Evaluation 

To determine the ideal model combination, model evaluation is required. A matrix 

can be used to evaluate a model by taking into account many factors, including accuracy 

and confusion matrix findings. A visual assessment tool for machine learning is the 

confusion matrix [31]. To calculate all potential cases of classification difficulties, the 

confusion matrix's columns reflect the predicted class results, while its rows represent the 

actual class results [34]. The calculation results and Comparison of precision, recall, f1-

score, and accuracy is shown using confusion matrix are shown in Fig. 8. 

 

Table 2. Comparison of Visualization Result Values 

Variable 

Without 

augmen. 

(25 epoch) 

With 

augmen. 

(25 

epoch) 

Without 

augmen. 

(50 epoch) 

With 

augmen. 

(50 

epoch) 

Without 

augmen. 

(100 

epoch) 

With 

augmen. 

(100 

epoch) 

Train 

loss 
0.008626 0.007812 0.002607 0.002599 0.008523 0.006596 

Valid 

loss 
0.048414 0.014932 0.045147 0.021599 0.054004 0.033828 

Error 

rate 
0.006629 0.004617 0.006629 0.004617 0.005120 0.000175 
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Figure 8. Visualization of Confusion Matrix 

 

3.5  Error Analysis 

Error analysis was conducted to identify limitations in the classification model. This 

analysis aimed to identify factors causing the model to fail in making predictions, 

particularly for letters of the alphabet that are similar in shape. Examples of images that 

were incorrectly classified by the model are shown in Table 3. 

 

Table 3. Misclassified Alphabet Images 

No. Techniques Actual Label Predicted Label 

1 

 

E S 

2 

 

N S 



 

 

   

 

 

 
 

 
444 

 
  

Hilal et al., IJASST, Volume 07, Issue 02, 2025 

3 

 

C X 

 

Table 3 shows cases where the model failed to classify image objects. Most 

classification errors occurred because identical alphabet letters in the images indicated 

that the model tended to make mistakes when distinguishing between similar object 

structures. Minimal lighting on objects also affected the generalisation of the model's 

classification results. 

The results of this analysis indicate that the model still struggles to generalise under 

low-light conditions, with objects that have high noise levels, and characters with similar 

shapes. To address these shortcomings, the model can be improved by adding more 

representative training data for alphabet classes with identical shapes and enhancing the 

image quality of the dataset. 

 

3.6  Benchmarking with Previous Studies 

The model evaluation was conducted by comparing the performance of the 

developed ResNet-34 model with the results of other relevant research models. The model 

evaluation is shown in Table 4. 

 

Table 4. Benchmarking Model Results 

Model / 

Study 

Dataset 

Type 
Architecture Accuracy Augmentation Year 

Arisandi et al. 

2022 [6] 
BISINDO CNN 5-layer 93.00% No 2022 

Niswati et al. 

[11] 

Cervical 

cancer 

image 

ResNet-50 91.00% No 2022 

Ridhovan et 

al. 2022 [31] 

Leaf 

disease 

ResNet-

152V2 
95.00% Yes 2022 
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This study 
SIBI (24 

classes) 
ResNet-34 99.50% Yes 2025 

 

Based on the model comparison results in Table 4, the developed model shows 

competitive accuracy compared to previous studies. These comparison results show that 

the use of augmentation techniques on the dataset contributes significantly to improving 

model performance. 

4 Conclusions 

The best model performance CNN was found in the 50 epoch process using 

augmentation techniques with results precision 99.5%, recall 99.5%, F1-score 99.5%, and 

accuracy 99.5%. From these results it can be concluded that the ResNet-34 architecture 

used by the CNN algorithm effectively prevents vanishing gradient, and image 

augmentation approaches effectively prevent overfitting and increase the accuracy of the 

final model. The system could be a communication aid for the general public, especially 

those with speech and hearing impairments, provided it undergoes more real-world 

testing. 
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Abstract 

The pros and cons of using ChatGPT in education have caused academic debate as it has 

influenced current educational praxis. Discussions about the possibility of ChatGPT for 

writing manuscripts or doing assignments are rife on social media, one of which is Twitter. 

The purpose of this study is to understand the public perception of the use of ChatGPT in 

education. The proposed method is sentiment analysis with SVM and Majority Voting 

algorithms. SVM is one of the superior algorithms in pattern recognition and is suitable for 

use in classification. The Majority Voting ensemble algorithm combines independent 

algorithms' prediction results. In this research, majority voting uses three base classifiers, 

namely Naïve Bayes, Random Forest, and KNN. The results of the study showed that the 

accuracy of SVM is 83.6% and Majority Voting is 85.4%, with the accuracy of the NB, RF, 

and KNN base classifiers of 76.82%, 80.91%, and 74.5%, respectively. This proved that the 

Majority Voting Ensemble is superior to individual algorithms with higher accuracy values. 

This follows the results of previous research, where the ensemble performs better than the 

individual algorithm. The accuracy values of SVM and the Ensemble Majority Voting 

models showed that both models could successfully classify sentiment on tweet data for using 

ChatGPT in education. 

Keywords: Education, Ensemble Majority Voting, Sentiment Analysis, ChatGPT, SVM  

 

1 Introduction  

ChatGPT is a natural language model developed by OpenAI to understand and 

provide natural responses in human conversations [1]. The development of ChatGPT 

began in 2018, and it was one of the most significant language models at the time. Since 

then, OpenAI has launched several more prominent versions of ChatGPT, including GPT-

2, GPT3, and GPT-4. The general public has widely used ChatGPT to write various 

http://creativecommons.org/licenses/by/4.0/


 
 
   
 
 

 
 
 

 
452 

 

  

Weko et al., IJASST, Volume 07, Issue 02, 2025 

education manuscripts. Therefore, it is common for students to use ChatGPT to complete 

school or university assignments [2]. 

The advent of ChatGPT has created pros and cons. Teachers revealed that the 

development of AI seems to have changed the current educational praxis [3], [4]. Nadiem 

Makarim questioned the impact of ChatGPT, as it makes teachers fearful due to the 

assessment of quantity and quality in the teaching-learning process. For example, in Texas, 

students' class certificates were held up due to the use of ChatGPT. However, ChatGPT, 

which can help improve learning effectiveness by providing access to a broader range of 

materials, is undeniable [5].   

These pros and cons are often discussed on social media, especially Twitter. Twitter 

is one of the most important social media platforms in social interaction because users for 

audience management favour it with one of its "#" hashtag features. The hashtag 

#ChatGPT is always there every day, which indicates that there is high public attention to 

ChatGPT. This draws attention to sentiment analysis on tweets using ChatGPT [6]. 

Sentiment analysis is extracting opinions to analyze a person's opinion, sentiment or 

feelings towards a particular topic [7]. Previous studies have shown that #chatGPT is 

trending and makes for exciting research. Ananya Sarker et al. [8] conducted sentiment 

analysis of Twitter data with six different algorithms and found that SVM has the highest 

accuracy of 84%. Other studies were conducted by Rajani et al. [9]. They did a sentiment 

analysis of ChatGPT with four different algorithms and found that SVM had the best 

accuracy of 81.4% compared to NB, RF, and KNN. Abdullah Alsaeedi [10] has also 

conducted a study on sentiment analysis, which compares several algorithms in sentiment 

analysis, finding that the ensemble and hybrid algorithms are 85% superior to the SVM 

and Naïve Bayes algorithms. In the previous research, the use of Ensemble Majority 

Voting classifiers was also able to improve the model accuracy of single classifier models, 

especially for Decision Tree and KNN classifier models [11].  

  The purpose of this study is to analyze public sentiment towards the use of 

ChatGPT in education using machine learning approaches. Support Vector Machine 

(SVM) and Ensemble Majority Voting algorithms were used to perform sentiment analysis 
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on tweets with the hashtag #chatGPT. The Ensemble Majority Voting algorithm was built 

from Random Forest, KNN, and Naïve Bayes to optimize low-accuracy results from the 

three single algorithms.  

2 Material and Methods  

The overall work process carried out in this study can be divided into data 

collection, data preprocessing, data splitting, feature extraction, data modelling and 

performing metrics, as shown in Fig. 1 below.  

2.1 Data 

The first process is Data collection. This process consisted of three steps: data 

crawling, labelling and sampling. The data were crawled from Twitter with the keyword 

#ChatGPT from 24/03/2023 to 26/07/2023. The number of data is 8517 data tweets. The 

data were retrieved through the crawling process using Twitter API with the help of the 

tweepy library from Python. Data retrieval was based on #ChatGPT with several search 

keywords such as academic, school, assignment, exam, thesis, quiz, journal, seminar, and 

paper. The next is data labelling. Labelling or sentiment on the data was undertaken using 

HuggingFace Transformers, an open-source library that facilitates users to access large-

scale models in building and experimenting [12]. The model used is the Indonesian 

RoBERTa Sentiment Classifier. The RoBERTa model (Robustly optimized BERT 

Pretraining approach) is a BERT (Bidirectional Encoder Representations from 

Transformers) pre-train model that has been optimized to exceed the performance of all 

post_BERT methods [13]. Indonesian RoBERTa Sentiment Classifier is a sentiment 

classification model based on the enhanced RoBERTa model on the Indonesian dataset 

with an accuracy of 94.36% [14].  

 

 

Figure 1. The overall work processes 
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The dataset that has been obtained is labelled using this model with three sentiment 

labels, namely positive sentiment, neutral sentiment and negative sentiment.The last step 

is balancing data. Unbalanced data sets in machine learning can result in incorrect 

predictions. Machine learning algorithms are designed to work best with balanced data 

[15]. Undersampling techniques were applied to the number of samples in the majority 

class to be balanced with the minority class. 

2.2 Preprocessing 

The data obtained from Twitter is unstructured and still contains noise. It is 

necessary to do preprocessing with several stages according to Fig. 2, namely Cleaning, 

to remove characters in tweets except the alphabet and emoticons.   

To convert the emoticon in the tweet into a word that represents the emoticon, 

Emoticon Conversion is used. Next, Case Folding is applied to convert all letters in the 

tweet to lowercase. Sentences in tweets are truncated based on the words that make up 

the sentence using the Tokenize process. To convert ambiguous words such as 

abbreviations and acronyms into the original form of words that are considered to be 

normal language, Normalisation is used. Stopword Removal is used to eliminate words 

that have no meaning, for example, “yang”, “dan”, and “di”. The next step is Stemming. 

In this step, words would be converted into basic words.  

2.3 Training and Testing Dataset 

After Stemming, the data is ready to be divided into training and testing data with 

a ratio of 90:10, respectively.  

 

 

Figure 2. Preprocessing Flowchart  
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2.4 Feature extraction 

Next, in each dataset, the words are weighted using the TF-IDF technique. Term 

Frequency-Inverse Document Frequency (TF-IDF) is a word weighting method used to 

measure the significance of features in a document [16]. Term Frequency (TF) determines 

how important a word is by how often it appears in a document; Inverse Document 

Frequency (IDF) considers a word critical in a document if it does not seem too often in 

other documents [17]. 

2.5 Modelling 

Modelling is done using the data from feature extraction. Each model is validated 

using the K-Fold Cross Validation method on the training data. This method divides the 

data set into several parts and tests them individually while training is performed on the 

remaining data [18]. On training each fold, its output error is estimated; finally, the 

average of all mistakes is the estimated true error [19]. Fig. 3 shows all the various 

processes that occur in data processing. 

 

 

Figure 3. The modelling workflow 
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2.5.1 Support Vector Machine 

SVM is a learning method that works according to the SRM (Structural Risk 

Minimisation) principle that aims to find the best hyperplane separating two classes in 

the input space [20]. A hyperplane is a dividing line if the number of input features is 2; a 

2D hyperplane is needed to separate the number of input features 3 [21]. SVM uses kernels 

to map data to a higher dimensional space for data classification that cannot be done 

linearly [22], one of which is by using RBF (Radial Basis Function) kernels, which can 

be used in Non-linear SVM models [21]. Because of its ability that does not depend on 

the number of features, SVM is widely applied in classification problems and can produce 

good performance [20]. This research searches for the best kernel between RBF and 

Polynomial kernels with supporting parameters. The parameter combinations that will be 

performed are shown in Table 1. 

2.5.2 Ensemble Majority Voting 

The majority voting uses one or more classification algorithms, and the output 

results are given based on selecting predictors (model values from all algorithms) [23]. 

Each classifier, called the base classifier, chooses one class label, and the final output 

class label is the class label that receives more than half of the votes [24]. We combined 

three different algorithms: Naïve Bayes, Random Forest, and KNN. These three 

algorithms are optimized by finding the best parameters using GridSeacrhCV. The 

parameter combinations for all three are shown in Table 2. 

 

Table 1. Combination of SVM parameters 

Combination Parameters Value 

1 

Kernel RBF 

C [0.1, 1, 10, 100] 

gamma [1, 0.1, 0.01, 0.001, 0.0001] 

2 

Kernel Polynomial 

C [0.1, 1, 10, 100] 

degree [2, 3, 4] 

coefficient [0.0, 1.0, 2.0] 
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Table 2. Combination of Base Classifier Parameters 

Algorithm Parameters Value 

Naïve Bayes 
nb__alpha [1, 0.1, 0.01, 0.001, 0.0001] 

fit_prior [‘True’, ‘False’] 

Random 

Forest 

N_estimators [5, 50, 100] 

Max_dept [2, 10, 20, None] 

KNN 

n_neighbors [3, 5, 7, 9, 11] 

weights [‘uniform’, ‘distance’] 

algorithm [‘auto’, ‘ball_tree’, ‘kd_tree’, ‘brute’] 

p [1, 2] 

 

2.6 Model Evaluation 

Measurement of algorithm performance is measured using the Confusion Matrix 

method. The classification results obtained from each model will form a confusion matrix 

so that it can be used to calculate accuracy, recall, and precision.  

3 Result and Discussions 

3.1 Crawling Data 

Tweets were crawled 11 times according to the keywords followed after #ChatGPT. 

For example, the first crawl used "#ChatGPT Academic", the second crawl used 

"#ChatGPT School", and so on. The data retrieved were tweets, id, dates, and usernames 

with a total of 8,517 crawled data. An example of crawled Twitter data is shown in Table 

3. 

Table 3. Example of tweet crawling results 

Tweet Id Date/Time Username 

baru kali ini gw ngerjain ujian pake 

chatGPT wkwk.. enak bgt tyt, lovvvv  

1553693089512

194049 

02-05-2023 

10:33:54+00:00 
kmjeongsgf 

@RyomenRogue Ngantri chatgpt 

dulu agaknya          

8843343459006

30016 

02-05-2023 

10:12:02+00:00 
nakaharaRogue 

GW CAPEK BANGET NUGAS 

SAMA CHATGPT PAKE ACARA 

NGAMBEK SEGALA NI AI 

1380431790410

584064 

 

08-04-2023 

09:29:35+00:00 
ambivaIens 
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3.2 Labelling Data 

The Indonesian RoBERTa Sentiment Classifier was used for labelling. Table 4 

shows an example of the labelling results.  The data distribution for each sentiment on the 

8,517 tweets after labelling is shown in Fig. 4. 

3.3 Undersampling 

The labelled tweet data has an unbalanced amount of data, where the number of 

negative and neutral tweets is more than the number of positive tweets (Fig. 4). 

Undersampling technique balances the amount of tweet data in each sentiment 

classification. The amount of tweet data after undersampling is 5000 data, with the 

number of positive tweets = 1653, negative = 1705 and neutral = 1642. The sentiment 

distribution after undersampling is shown in Fig. 5. 

 

Table 4 Example of labelling results 

Tweet Label Score 

baru kali ini gw ngerjain ujian pake chatGPT 

wkwk.. enak bgt tyt, lovvvv  
POSITIVE  0,993 

@RyomenRogue Ngantri chatgpt dulu agaknya 

        
NEUTRAL 0,917 

GW CAPEK BANGET NUGAS SAMA 

CHATGPT PAKE ACARA NGAMBEK 

SEGALA NI AI 

NEGATIVE 0,937 

 

 

 

Figure 4. Sentiment Distribution of labelling tweets 
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Figure 5. Sentiment Distribution of Tweets After undersampling 

3.4 Preprocessing 

Preprocessing is done to clean and prepare the tweet data. For example, the tweet 

data "@RyomenRogue Ngantri chatgpt dulu agaknya        " is cleaned through the cleaning 

stage and produces tweet data as in Table 5. Then, the emoticon conversion stage is 

applied and produces tweet data, as in Table 6. Next is to shrink all the letters with case 

folding. The results of case folding are shown in Table 7. The tokenizing stage follows 

this, and the tokenizing results are shown in Table 8. The next stage is Normalisation. The 

normalization results are shown in Table 9. The normalization results are then continued 

with the stopword removal stage. The tweet data after experiencing stopword removal is 

shown in Table 10. The last stage in preprocessing is stemming. The results of stemming 

can be seen in Table 11. 

 

Table 5. Cleaning Result 

Tweet Cleaning 

@RyomenRogue Ngantri chatgpt dulu 

agaknya         

Ngantri chatgpt dulu agaknya         

 

Table 6. Emoticon Convertion Result 

Cleaning Emoticon Convertion 

Ngantri chatgpt dulu agaknya         Ngantri chatgpt dulu agaknya Senang 
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Table 7. The Case Folding Result 

Emoticon Convertion Case Folding 

Ngantri chatgpt dulu agaknya Senang ngantri chatgpt dulu agaknya senang 

 

Table 8. Tokenize Result 

Case Folding Tokenize 

ngantri chatgpt dulu agaknya senang ['ngantri', 'chatgpt', 'dulu', 'agaknya', 'senang'] 

 

Table 9. The Normalization Result 

Tokenize Normalization 

['ngantri', 'chatgpt', 'dulu', 'agaknya', 

'senang'] 

['mengantri', 'chatgpt', 'dulu', 'agaknya', 

'senang'] 

 

Table 10. Stopword Removal Result 

Normalization Stopword removal 

['mengantri', 'chatgpt', 'dulu', 'agaknya', 

'senang'] 
['mengantri','chatgpt',senang'] 

 

Table 11 Stemming Result 

Stopword removal Stemming 

['mengantri','chatgpt',senang'] ['antri', 'chatgpt', 'senang'] 

 

After the Stemming process, 5000 tweet data were divided into two datasets, 

namely the training and testing dataset, with a ratio of 90:10. So, there are 4500 data 

tweets in the training dataset and 500 data tweets in the testing data. Furthermore, from 

4500 training data, a k-fold cross-validation process is carried out, which divides the 

training data and validation data according to the k value.  

The last process before modelling was feature extraction. Feature extraction is done 

to convert the data into numerical form and is formed into a matrix for each word. The 

unigram function in the TF-IDF module calculates the weight of a single word. The results 

of feature extraction using TF-IDF for the 20 words with the highest weights are shown 

in Fig. 6. 
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Figure 6. Top 20 Words with Highest TF-IDF Weight 

 

3.5 Modelling Analysis 

3.5.1 Support Vector Machine Model (SVM) 

The accuracy results of the Support Vector Machine (SVM) on the training dataset 

were carried out by finding the best parameters between the RBF and Polynomial kernels 

(see Table 12). The results on the RBF and Polynomial kernels are shown with various 

Cost values. In contrast, the gamma, coefficient and degree values are fixed because these 

parameter values are stable and provide good accuracy compared to other parameter 

values. The best parameters of the SVM model for training data were the 'RBF' kernel 

with C value = 100 and gamma value = 1. With the K-Fold Cross Validation method K = 

10 the SVM model got the best accuracy of 82.94%. 

Table 12. The optimal SVM parameter training data results 

Combination of 

RBF 

gamma= 1 

C 
Accuracy 

K=5 

Accuracy 

K=7 

Accuracy 

K=10 

0,1 

1 

10 

100 

0.4532 

0.8161 

0.8177 

0.8178 

0.4612 

0.8189 

0.8233 

0.8245 

0.4686 

0.8274 

0.8284 

0.8294 
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Combination of 

Polynomial 

coefficient = 1, 

degree = 4 

C 
Accuracy 

K=5 

Accuracy 

K=7 

Accuracy 

K=10 

0.1 

1 

10 

100 

0.8184 

0.8189 

0.8199 

0.8195 

0.8202 

0.8225 

0.8235 

0.8235 

0.8283 

0.8283 

0.8284 

0.8284 

 

3.5.2 Ensemble Majority Voting Model 

The majority voting model is built with three base classifiers, namely Naïve Bayes, 

Random Forest and KNN. The three models were optimized by finding the best 

parameters. The search results for each base classifier are shown in Table 13. The best 

parameters of the three algorithms are then used in model training with K-Fold cross-

validation. It can be seen that the three algorithms get their best accuracy at K = 10, where 

the accuracy for Naïve Bayes, KNN and Random Forest algorithms are 77.1%, 74.1%, 

and 80.6%, respectively. The accuracy of the three base classifier compared to SVM (see 

Fig. 7) showed that these three individual algorithms have a lower accuracy. 

 

Table 13. Base Classifier Parameter Results 

Algorithm 

K=5 K=7 K=10 

Parameter Accuracy Parameter Accuracy Parameter Accuracy 

Naïve 

Bayes 

alpha:0.5 

fit_prior:False 

0.763 alpha:0.5 

fit_prior:False 

0.765 alpha:0.5 

fit_prior:true 

0.771 

KNN 

algorithm:auto 

n_neighbors:9 

p:2 

weights:distance 

0.725 algorithm:auto 

n_neighbors:7 

p:2 

weights:distance 

0.72889 algorithm:auto 

n_neighbors:11 

p:2 

weights: distance 

0.741 

 

 

Random 

Forest 

max_depth: 

None 

n_estimators:100 

0.789 max_depth: 

None 

n_estimators:100 

0.802 max_depth: 

None 

n_estimators:100 

0.806 
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Figure 7. Comparison of individual algorithms 

Next, the three base classifier algorithms with lower accuracy than SVM are used as the 

Majority Voting model builder in testing the test data.  

3.5.3 SVM and Majority Voting on Testing Dataset 

The SVM and Majority Voting models were tested on 500 testing datasets. The 

results of both models on the classification of test data are shown in Table 14. From the 

test results, it can be seen that the Majority Voting results now becoming higher than the 

Support Vector Machine (SVM) model with precision, recall and accuracy values of 

86.04%, 86.09%, and 85.6%, respectively. This proves that the ensemble model works 

better than the individual classification model. In several previous studies [25]–[27], the 

ensemble classifiers performed better than the single classifier models. The main reason 

the ensemble classifier is better than the single model is that it provides a way to reduce 

the prediction variance, i.e. the amount of error in the prediction made by the single model 

forming the ensemble. When this occurs, this reduction in variance, in turn, leads to 

improved prediction performance [28]. 

 

Table 14. SVM and Majority Voting Model Results 

Performing SVM Majority Voting 

Precision 0,8392 0,8604 

Recall 0,8363 0,8609 

Accuracy 0,836 0,856 
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4 Conclusions 

The SVM algorithm provides the best results in performing sentiment classification 

compared to 3 other algorithms, namely Naïve Bayes, Random Forest, and KNN. The 

Majority Voting model built with three low-accuracy algorithms (Naïve Bayes, Random 

Forest and KNN) can produce better accuracy than the SVM model with a difference of 

2% where SVM accuracy is 83.6% and Majority voting accuracy is 85.6%. This proved 

the ensemble model that combines several individual models has successfully improved 

accuracy in sentiment classification on tweet data using ChatGPT in education. 
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